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Abstract—The performance of the human visual system is very
efficient in many visual tasks such as identifying visual scenes,
anticipating future actions based on the past observations, assessing
the quality of visual stimuli, etc. A significant amount of effort
has been directed towards finding quality aware representations of
natural videos to solve the quality prediction task. In this work we
present a novel no reference video quality assessment (NR-VQA)
algorithm based on the functional Magnetic Resonance Imaging
(fMRI) Blood Oxygen Level Dependent (BOLD) signal prediction
with voxel-wise encoding models of the human brain. The voxel
encoding models are learnt using deep features extracted from
the AlexNet model to predict the fMRI response to natural video
stimuli. We show that the curvature in the predicted voxel response
time series provides good quality discriminability, and forms an
important feature for quality prediction. Further, we show that the
proposed curvature features in combination with the spatial index,
temporal index and NIQE features deliver acceptable performance
on the Video Quality Assessment (VQA) task on both synthetic and
authentic distortion data-sets.

Index Terms—Human visual system (HVS), functional magnetic
resonance imaging (fMRI), blood oxygen level-dependent (BOLD),
haemodynamic response function (HRF), video quality assessment
(VQA).

I. INTRODUCTION

THE evolution of cognitive research has uncovered major
aspects of the human brain including its functionalities

and architecture. Visual information processing is done in the
visual cortex situated in the occipital lobe of the human brain.
The human visual cortex is a hierarchically organized structure
with several areas connected with both forward and backward
connections. The information processing in the visual cortex is
implemented in two paths [1]. One is the ‘ventral stream’ where
object representation and form recognition tasks are carried out.
The ‘dorsal stream’ pathway is said to perform motion and
representation of object locations tasks. In this work we leverage
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the advances made in understanding the cortical responses using
fMRI signals by applying it successfully to the perceptual quality
assessment task.

Typically, perceptual quality assessment is performed using
psycho-visual experiments conducted on human subjects. While
these experiments provide the most accurate quality predictions,
they are expensive and time-consuming. Objective quality as-
sessment (QA) algorithms have been proposed to overcome
these drawbacks while offering competitive performance. Ob-
jective QA algorithms come in a variety of flavours ranging from
those based on models of the visual system [2] to those based on
deep learning methods [3]. In this work, we propose an NR-VQA
algorithm based on a model that predicts the fMRI responses
of cortical regions to visual stimulus. Recently, methods have
been proposed to assess perceptual image/video quality using
electroencephalography (EEG) [4]–[6] signals. Modeling the
voxels in the human visual cortex using fMRI BOLD signals is
being studied extensively for the reconstruction of the perceived
content from the brain activity [7]–[13]. We make the follow-
ing contributions in this work: demonstrate the sensitivity of
fMRI signals (predicted by a model) to perceptual quality, and
their application to an NR-VQA algorithm that is shown to be
competitive over synthetic and authentic distortions.

II. RELATED WORK

We briefly review relevant literature of voxel models on the
visual cortex, and NR-VQA algorithms in the following.

A. Voxel Models of Visual Cortex

Visual information perceived by the human eye passes
through the lateral geniculate nucleus (LGN) in the thalamus
and then reaches the primary visual cortex (V1) which is the first
layer of the HVS. From the V1 region, the optical information
is forwarded to the other major areas such as V2, V3, V4,
Inferior Temporal region (IT), V5 or Middle Temporal region
(MT), etc. of the visual cortex. Object detection occurs in the
IT [14] and motion detection in the MT [15] areas of the human
visual cortex. The pioneering work of Hubel and Wiesel [16]
described the primary visual cortex as a hierarchical model
composed of ‘simple’ and ‘complex’ cells. Rust et al. [17] and
Simoncelli et al. [18] proposed linear-nonlinear computational
models to mimic the neural responses in V1 and MT regions.
fMRI has been extensively used to understand the functioning
of the cortical regions in the HVS [8]. There are a variety of
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approaches in which voxel-wise models are built using fMRI
signals. In [7], [8] Gabor filters are used for encoding the voxel
responses. The authors of [9], [19] have shown an analogy be-
tween the layers of convolutional neural networks (CNNs) to the
layers of the human visual cortex. Many advanced architectures
such as auto-encoders [10] and generative adversarial networks
(GANs) [11]–[13] are also used for encoding the voxel models
from fMRI signals. Identification of the visual stimulus and
its reconstruction from the cortical responses are two widely
studied functions that are performed using these voxel models.
In this work, we employ these voxel encoding models for video
quality prediction.

B. NR-VQA Metrics

The human visual system (HVS) has the amazing capability of
assessing the perceptual quality of a given video even in the ab-
sence of any reference. The challenge for NR-VQA algorithms
is to be able to mimic this capability of the HVS. Many NR-VQA
metrics have been proposed in the literature [2], [3], [20]–[25]. A
simple method to address the VQA problem is by applying image
quality assessment (IQA) metrics to each frame of the video and
then pool the frame level quality scores to arrive at the video
level quality score. NIQE [20], BRISQUE [21], FRIQUEE [22],
are some of the no reference image quality assessment (NR-
IQA) metrics which are used for VQA. These techniques are
purely dependent on the spatial information. Since video is a
spatio-temporal signal, the distortions involve both spatial and
temporal artifacts. However, relying on spatial quality alone for
NR-VQA has been shown to deliver sub-par performance [23].
The algorithms in [3], [23]–[28] are some of the NR-VQA
metrics which implement both the spatial and temporal features
for predicting video quality. V-BLIINDS [23], VIIDEO [24]
and RAPIQUE [3] use various combinations of natural scene
statistics (NSS)-based features to predict the quality score. In
TLVQM [25] a large number of distortion-specific features are
designed and combined to achieve a quality prediction score.
In [2], 3-D MSCN features in combination with spatio-temporal
Gabor features are used to formulate a quality metric. The
proposed algorithm differs fundamentally from most NR-VQA
algorithms in the literature in that we employ key features
derived from a model that predicts physiological activity (i.e.,
blood oxygen level) in the HVS.

III. PROPOSED APPROACH

Our work draws inspiration from the perceptual straightening
hypothesis proposed by Hénaff et al. [29], which states that
the human visual system transforms complex visual inputs into
perceptual representations which have straighter temporal tra-
jectories. Further, motivated by the EEG based quality assess-
ment [4]–[6], HVS inspired VQA algorithms and the fact that the
voxel responses are slowly varying signals, we hypothesize that:
(i) voxel responses in the visual cortex will vary with distortions
in a video, (ii) the distortions in a video that affect its naturalness
will in turn affect the smoothness of the voxel responses. Our
proposed NR-VQA algorithm is built on these hypotheses.

A. Voxel Encoding Models

We employ CNN-based deep learning voxel-wise encoding
models to predict the BOLD signal response to natural video
stimulus. For encoding the voxel models we use the Vim-2
fMRI dataset developed by Nishimoto et al. [8] for natural video
stimuli (of resolution 128× 128× 3). For building the voxel-
wise encoding models we follow the procedure proposed in [9].
The video frames of the training stimulus of Vim-2 dataset [8]
are presented as input to an off the shelf AlexNet [30] model
pre-trained on the imagenet data-set, which accepts an input of
size 227× 227. To handle the mismatch in input resolution, the
frames are cropped to a resolution of 119× 119 and the stride
is changed from 4 to 2 for the kernels of the first layer of the
AlexNet. Feature maps are extracted from all the convolutional
and fully connected layers of the CNN. Principal component
analysis (PCA) is applied to reduce the feature dimension such
that 99% of the variance of feature space is preserved. The
feature time series is convolved with a canonical Haemodynamic
Response Function (HRF) to project the fast visual stimuli
to slow changing BOLD signal space. Down-sampling at the
video frame rate is applied to the feature time series to match
the time resolution of fMRI. A linear regression model with
L2-regularization is fitted using this feature time series, for each
voxel at every layer of the CNN to predict the fMRI signal. Layer
index and the regularization parameter are optimized for each
voxel with a nine-fold cross-validation technique. The Vim-2
dataset contains nearly 10,000 voxel responses from the visual
cortex for each of the three subjects. To reduce the computational
complexity, a subset of 1500 voxels are selected in each subject.
For this purpose, we consider the voxels with high correlation
values for a sample population of natural video stimuli from
the validation set of Vim-2. This is performed based on our
hypothesis that a subset of voxels in the visual cortex that exhibit
good correlation with the ground truth over a wide variety of
video inputs are a good representative subset of the visual cortex.
The process is explained in detail in our previous work [31].

B. Video Quality Prediction

Inspired by the perceptual straightness hypothesis in [29],
we in turn hypothesize that the curvature of the voxel response
time series is sensitive to the perceptual quality of the video
stimulus. We empirically verified this hypothesis with our voxel
encoding models. To do so, we constructed an artificial video
sequence of 65 frames in which we considered two frames of
different scenes and recursively interpolated the middle frames
with pixel average of the two frames. Thus we created a video
having zero curvature (as defined in (3)) in the pixel domain.
The time-series responses of the voxels of a particular region
of interest (RoI) such as V1 or MT are vectorized and used for
computing the perceptual curvature of natural and artificial video
sequences. This is illustrated in Fig. 1. We now describe our
feature extraction procedure. Letxt represent the signal vector at
time instant t. In our work this could either be the pixel intensity
vector in the pixel domain or the voxel response vector from a
set of voxels in a RoI in the perceptual domain. The first order
difference between two successive signal vectors xt+1 and xt is
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Fig. 1. Plots of the curvature of the frames of a natural video and an artificial video in pixel and perceptual (V1 and MT) domains. Three left images correspond
to the natural video, and the remaining correspond to the artificial video. The smoothness of the perceptual domain curvature of a natural video and the relative
loss of smoothness in the artificial video is clearly illustrated.

defined as the difference vector

ẋt = xt+1 − xt. (1)

The normalized first order difference vector is given by

ˆ̇xt =
ẋt

‖ẋt‖ . (2)

The second order difference is similarly defined as ẍt =
ẋt+1 − ẋt. The curvature is defined as the angle between the
successive normalized difference vectors

ct = arccos〈ˆ̇xt, ˆ̇xt+1〉. (3)

The curvature is calculated between all the adjacent pairs of
normalized difference vectors of a video (i.e., over all the frames)
and the average is considered as the curvature of the video.
As described previously, the curvature plots of the natural and
artificial videos in both the pixel and the perceptual domains are
shown in Fig. 1. We have considered the V1 and MT regions
for the perceptual domain representation since they are two
important areas of the HVS representing the low and mid-level
cortical responses. It is evident from the plots that the trajectory
of a natural video sequence is more curved in the pixel domain
whereas the curvature is linear in the perceptual domain. For
the artificial video sequence whose curvature is zero in the
pixel domain, the perceptual curvature is highly non-linear. For
predicting the quality of a video, the voxels (from the selected
subset of voxels) belonging to each RoI are regrouped as separate
vectors. Curvature is calculated for these vectors in 16 RoIs:
V1, V2, V3, V3a, V3b, MT and lateral occipital area (latocc)
of the visual cortex in both the right and left hemispheres. We
considered only these regions, as they were consistent over all
the three subjects in the Vim-2 data-set. This will form the
curvature feature vector ct of length 16. The average of the
first difference vector ¯̇xt and the second difference vector ¯̈xt

over all the voxels of each of the 16 RoI are taken as a measure
of perceptual straightness in addition to the curvature features,
which together constitute our fMRI model-based features. In
addition to these 48 features, we also use the average NIQE
score denoted as Q̄s, an indicator of spatial quality, spatial
and temporal indices (denoted by SI and TI respectively) [32]
which measure the average spatial and temporal activity of a
video as quality discerning features. In this work, we experi-
ment with three different combinations of these features and
evaluate their efficacy for the NR-VQA task. The first feature
vector f1 = [c̄, ¯̇̄x, ¯̈̄x]t is composed purely of fMRI model-based
components. The length of this feature vector is 16× 3 = 48

where the 16 RoI identified earlier are chosen. Note that c̄, ¯̇̄x, ¯̈̄x
are the time averages of ct, ¯̇xt, ¯̈xt respectively over the frames of
the video. The second feature vector f2 = [c̄, ¯̇̄x, ¯̈̄x, Q̄s,SI, TI]t

includes the average NIQE score as well as the SI and TI values,
with c̄, ¯̇̄x, ¯̈̄x as defined for f1. The length of f2 is 51. The third
feature vector f3 = [c̄, ¯̇̄x, ¯̈̄x, Q̄s,SI, TI]t is of length 6. Here all
the voxels (i.e., no specific RoI) are chosen resulting in one
dimensional ct, c̄, ¯̇̄x and ¯̈̄x. For quality prediction, we apply Sup-
port Vector Regression (SVR) with a radial basis function (RBF)
kernel to map these features to the mean opinion score (MOS)
of videos.

IV. RESULTS AND DISCUSSION

Our algorithm is evaluated on diverse data-sets composed
of both traditional/synthetic (EPFL [33], LIVE-SD [34],
LIVE-MOBILE [35]) and authentic/in-capture (KoNViD [36],
CVD2014 [37], LIVE-VQC [38]) distortions. The spatial res-
olution of the videos in these data-sets is different from each
other and also from the expected input resolution of the AlexNet
model. The frames of the videos are resized to 227× 227
to match the input resolution of the voxel encoding model
(AlexNet). We use the Pearson Linear Correlation Coeffi-
cient (LCC) and Spearman Rank Order Correlation Coefficient
(SROCC) between subjective scores and the predicted objective
scores to quantify the performance of the proposed no reference
VQA technique. For obtaining the quality score, we trained an
SVR with 80 : 20 train-test split with the video-level spatial and
temporal features and MOS scores as labels. The correlation re-
sults in Table I are the median scores over 100 trials. We report re-
sults for the fMRI model trained for each of the three subjects in
the Vim-2 data-set. The performance of the average NIQE scores
as a standalone metric is presented in the first row of the table.

From Table I we see that f1 shows competent performance
over the synthetic distortion data-sets while it under-performs
over authentic distortion data-sets. f2 performs consistently over
the entire range of the data-sets. The quality prediction using
f3 is better than the other two over all the authentic distortion
datasets. Further, it performs well over the EPFL [33] data-set
while slightly under-performing as compared to the other two
combinations on the LIVE-MOBILE [35] data-set. In the case of
LIVE-SD [34] this combination does not work well. To explain
this behavior, the t-SNE visualizations of the f3 features for
the distorted videos of the six data-sets with different levels
of distortion are shown in Fig. 2. Except for LIVE-SD [34],
the grouping of the videos with same range of quality scores
is clearly illustrated over EPFL [33], LIVE-Mobile [35] and
CVD2014 [37] data-sets. In the case of KoNViD-1K [36] and
LIVE-VQC [38], only some ranges of quality scores are grouped
together. The quality discriminability provided by f3 reflects in
its performance over the considered data-sets. Further, these
plots show that the six simple components of f3 provide an
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TABLE I
PERFORMANCE EVALUATION OF PROPOSED APPROACH ON DATA-SETS WITH SYNTHETIC AND AUTHENTIC DISTORTIONS. THE ITALICISED SCORES ARE TAKEN

FROM THE LITERATURE AND THE BOLD ONES ARE THE BEST SCORES

Fig. 2. t-SNE visualizations of f3 over the videos at varying qualities from the VQA data-sets considered in this work.

TABLE II
STATISTICAL HYPOTHESIS TESTING OF MODEL PERFORMANCE WITH RESPECT TO LCC / SROCC ON THE EPFL, LIVE-SD, LIVE-MOBILE, KONVID-1 K, CVD

AND LIVE-VQC DATA-SETS (IN THAT ORDER FROM LEFT TO RIGHT)

acceptable level of performance over synthetic and authentic
distortions.We also observe from Table I that the scores are
fairly consistent over all the three subjects. This shows that
our subset of voxels is effective on the vastly different VQA
data-sets chosen for performance evaluation. This observation
illustrates the generalization capability of the voxel encoding
model as well. We do note that the performance of the proposed
NR-VQA algorithm while promising, ranks below the current
state-of-the-art models like RAPIQUE [3] and TLVQM [25] as
shown in Table II. Nevertheless, through our work we would like
to illustrate the potential that models for brain activity (specif-
ically like the fMRI model for BOLD signal prediction) hold
for solving computer vision tasks. Further, the simplicity and
explainability offered by such models is a useful by-product. We
compare the computational complexity of different NR-VQA
metrics using their Matlab implementations that are publicly
available. All the algorithms are run on the same computer
for the time complexity comparison. We used CIF, resolution
videos from EPFL PoliMi [33] to check the running time. The
average running time of 10 runs is reported on a per-frame basis
in Table III. The hardware and software specifications of the
computer are Intel(R) Core(TM) i7-4720HQ CPU @ 2.60 GHz,
GM107 M [GeForce GTX 960M], 16 GB RAM and MATLAB
R2018a. The proposed algorithm takes roughly 0.45 seconds to
process one frame. The most time is spent on dimensionality
reduction in the fMRI model.

TABLE III
PER-FRAME TIME COMPLEXITY AT CIF RESOLUTION

V. CONCLUSIONS AND FUTURE WORK

We proposed a novel no-reference VQA metric based on
the curvature smoothness of the fMRI response of visual cor-
tex voxels to natural videos. The proposed algorithm delivers
acceptable levels of performance on synthetic and authentic
distortions. To the best of our knowledge, applying fMRI voxel
models for the NR-VQA task has not been attempted previously.
This novel metric is shown to be consistent across subjects
on all the considered synthetic and authentic VQA data-sets.
We believe that future work on fMRI VQA subjective studies
will greatly help in building better and more efficient VQA
metrics.
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