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Abstract
Zero resource speech processing refers to a scenario where no or
minimal transcribed data is available. In this paper, we propose
a three-step unsupervised approach to zero resource speech pro-
cessing, which does not require any other information/dataset.
In the first step, we segment the speech signal into phoneme-
like units, resulting in a large number of varying length seg-
ments. The second step involves clustering the varying-length
segments into a finite number of clusters so that each segment
can be labeled with a cluster index. The unsupervised transcrip-
tions, thus obtained, can be thought of as a sequence of virtual
phone labels. In the third step, a deep neural network classifier
is trained to map the feature vectors extracted from the signal
to its corresponding virtual phone label. The virtual phone pos-
teriors extracted from the DNN are used as features in the zero
resource speech processing. The effectiveness of the proposed
approach is evaluated on both ABX and spoken term discovery
tasks (STD) using spontaneous American English and Tsonga
language datasets, provided as part of zero resource 2015 chal-
lenge. It is observed that the proposed system outperforms base-
lines, supplied along the datasets, in both the tasks without any
task specific modifications.
Index Terms: Phonetic segmentation, Zero resource speech
processing, Unsupervised learning, ABX, Spoken term discov-
ery, Pitman-Yor language model, Deep neural network

1. Introduction
Speech signal conveys rich information about several sources
including the message, speaker identity, language of commu-
nication, background environment etc. Generic features, like
mel-frequency cepstral coefficients (MFCC), frequency domain
linear prediction (FDLP) features [1], or modified group-delay
(ModGD) features [2], contain information about all these
sources. One of the important issues in speech processing is
to extract features that highlight the characteristics of the de-
sired source. For example, a keyword spotting system requires
features that highlight the speech (phoneme) specific character-
istics, while speaker recognition system requires features that
highlight speaker-specific characteristics. In this paper, we
present an unsupervised approach to extract features that high-
light the speech specific characteristics, which can be used in
applications like keyword spotting, spoken term detection, and
speech recognition.

Speech signal can be considered as a sequence of basic
sound units that constitute the intended message. One of the
important tasks in speech signal processing is to segment the
continuous speech signal into the basic sound units, with an ob-
jective to assign a symbolic representation of the sequence of
acoustic segments [3]. It is desirable to have these symbols cor-
respond to some meaningful linguistic units. The choice for the
symbol could range from a phonetic unit at the lowest level to

the word or even phrase at the highest level [4]. Depending
on the availability of the data, signal to symbol transformation
can be attempted in supervised or unsupervised manner. Super-
vised approaches require manual transcriptions of the acous-
tic speech signal, while the unsupervised approaches work with
acoustic input alone. Over the past one decade, deep neural
networks (DNNs) have been highly successful in supervised
speech signal to symbol transformation. In this approach, the
DNNs are used for acoustic modelling, which is aimed at map-
ping every frame of the speech signal to its manually transcribed
phoneme label. The deep acoustic models are used to gen-
erate phoneme-posterior features, which offer better speaker-
independence. Hence, the phoneme-posterior features achieved
significant performance boost in several applications including
speech recognition [5], keyword spotting [6], spoken term de-
tection etc. Deep acoustic modelling is a supervised task and
requires a large amount of manually transcribed speech data,
and hence, it cannot be readily extended to situations where
manually transcribed speech data is either limited or completely
absent. Therefore, there is an increased interest in the speech
community to develop acoustic models which depend little on
linguistic knowledge and amount of transcribed data [7].

There have been attempts for unsupervised extraction of
features that highlight the speech-specific characteristics while
achieving speaker-independence. Gaussian posterior features
extracted from Gaussian mixture model (GMM) improves the
performance of STD task. GMM posteriors for different sound
units are expected to occupy orthogonal subspaces, leading to a
better inter-phone discrimination. Since the GMMs are trained
on speech data collected from several speakers, the GMM pos-
terior features exhibit better speaker independence compared to
the raw spectral features. Artificial neural network models, es-
pecially autoencoders, have been used as an alternate to GMM
models to capture the probability density of the raw spectral
features [8]. The autoencoder networks are data-driven and are
better suited for representation learning [9], since they relax the
modelling assumptions that may be inaccurate. The bottleneck
features derived from the autoencoders were shown to improve
the performance of speech systems [10, 11]. A major disadvan-
tage with GMM and autoencoder approaches is that they con-
sider the data as a set of features, and ignore the sequence in
which they evolve. As a result, there could be spurious sym-
bol/feature switches even within a single sound unit segment.
In order to overcome this issue, we attempt to model acoustic
segments rather than individual frames.

In this paper, we propose an unsupervised approach for
speech-specific feature extraction, which retains the advan-
tages of supervised deep acoustic modelling. Our approach
is similar to the acoustic segment modelling (ASM) approach
[12, 13, 14, 15, 16], and consists of three important steps:
speech segmentation, segment labelling and supervised mod-
elling of labeled segments using DNNs. In the segmentation
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step, the continuous speech signal is divided into varying-length
segments. We propose to use block diagonal structure of the
affinity matrix in kernel space to identify the segments in the
speech signal. In the segment labelling step, the varying-length
segments are compared using a similarity measure and grouped
into clusters. Since varying length segments do not admit fixed
dimensional representations, clustering methods based on ge-
ometric proximity cannot be used. Hence, we employed graph
clustering method, which exploits connectivity between the seg-
ments rather than geometric proximity. Dynamic time warping
(DTW) is used to quantify the connectivity between two vary-
ing length segments. The proposed graph clustering approach
assigns a unique label to each acoustic segment, which we re-
fer to as virtual phoneme. An ideal labelling algorithm should
consistently assign the same label to all the acoustically simi-
lar segments. In the segment modelling stage, the segment la-
bels obtained from the previous stage are used to train DNN
classifier on virtual phoneme labels. During the training pro-
cess, the segment boundaries and their labels are iteratively
refined to improve segmentation/labelling accuracy. The vir-
tual phoneme posterior features extracted from the DNN, better
characterize the speech specific information, and also exhibit
better speaker independence. The effectiveness of the proposed
approach is demonstrated on zero-resource - 2015 evaluation
challenge, which involves ABX and STD tasks [17, 18, 19, 20].

The rest of the paper is organized as follows: An algorithm
for segmentation of continuous speech signal into phoneme-like
units is presented in Section 2. Section 3 proposes a graph
clustering method for labelling the varying length acoustic seg-
ments. Unsupervised deep acoustic modelling of speech signals
using virtual phoneme labels is discussed in Section 4. The ef-
fectiveness of virtual phoneme posteriors is demonstrated on
zero-speech - 2015 challenge. Section 5 summarizes the contri-
butions of this paper and highlights exciting future directions.

2. Speech segmentation
The first step in the proposed method is to segment the speech
signal into acoustically similar regions. The core idea behind
the proposed segmentation algorithm is that the frames belong-
ing to the same segment exhibit higher degrees of similarity
than those belonging to different segments. Consider an ut-
terance represented by the sequence of feature vectors X =
(x1, x2, ..., xN ), where xi is the d dimensional feature vector
and N is the total number of frames. The kernel Gram matrix
consisting of similarity between every pair of feature vectors,
xi and xj , is computed in the Gaussian kernel space as

G(i, j) = exp

(
−||xi − xj ||2

h

)
, 1 ≤ i, j ≤ N (1)

where ||.|| denotes the Euclidean norm of a vector and h is a free
parameter which controls the width of the Gaussian kernel. In
this work, we have used 39-dimensional Mel-frequency cepstral
coefficients as features to compute the Gram matrix G. The
feature vectors belonging to the same segment contribute square
patches of higher similarity along the principal diagonal of the
Gram matrix. The speech segmentation task can be viewed as
identifying these square patches in the Gram matrix.

In order to identify the segment boundaries from the Gram
matrix, we define a temporal neighbourhood criterion, simi-
lar to the neighbourhood in DBSCAN algorithm [21]. The ε-
neighbourhood for the ith frame xi is defined as the set of all
those frames in the utterance whose distance to xi is less than

a predefined threshold ε. Since all those frames in the seg-
ment containing xi should be acoustically similar to xi, they
will also be a part of ε-neighbourhood of xi. The set of con-
secutive frames that immediately follow xi and falling in the
ε-neighbourhood of xi are referred to as temporally reachable
frames from xi. The boundary of the segment containing xi

is located by identifying the first temporally unreachable frame
from xi. Locating the boundary from just one point may lead to
too many spurious boundaries. Hence, we use K-step unreach-
ability criterion, i.e., K consecutive points being unreachable
from xi, for detecting the boundaries. A smaller value of K
leads to false alarms and a large value of K leads to missed
detections. In this work, we have used a value of K = 3 for de-
tecting the boundary locations. The search space for the bound-
ary locations is restricted to minimum and maximum possible
acoustic segment lengths of 20 ms and 500 ms, respectively.

Each frame predicts an end point and all the frames belong-
ing to the same segment will predict the same or nearby frames
as end points. For each frame, we count the number of frames
that predicted it as the segment end point. The frames with
a higher count than their adjacent frames are the eventual end
points.

The proposed method depends critically on the choice of ε
used to define the temporal neighbourhood. Typically voiced
segments exhibit higher similarity than unvoiced segments.
Hence we need an adaptive ε to define the neighbourhood, de-
pending on the acoustic properties of the segment. In order to
overcome this issue, we have chosen ε to be the running mean
of the segment. Once a boundary is detected, the ε is reset based
on the acoustic characteristics of the next segment.

3. Segment labelling using graph clustering
The speech data is segmented into a large number of varying
length acoustic segments. The next step is to cluster the acous-
tic segments into a finite number of groups depending on their
similarity. In this work, we have used a graph theoretic ap-
proach to cluster the acoustic segments. For this purpose, an
unweighted graph is formed with the acoustic segments as the
vertices of the graph, and similarity between pairs of segments
as the edge weights connecting them. Since the acoustic seg-
ments are of varying length, dynamic time warping is used to
define the similarity between them. In this approach, a pair of
varying length segments is first aligned using DTW to arrive
at fixed length representation. The similarity between the seg-
ments is computed as the sum of cosine similarities between
corresponding frames in the aligned segments.

Once the graph is formed, we used an infinite range spin
glass based community detection algorithm [22] to cluster it.
One of the issues associated with this approach is that the size of
the edge matrix grows quadratically with the number of acous-
tic segments. Clustering large graph is computationally very ex-
pensive and not feasible on moderate computational resources.
In order to address this issue, we first cluster a graph of moder-
ate size and grow it incrementally as and when new data is avail-
able. Given a clustered graph and a new acoustic segment, the
average connectedness of the segment to every cluster is com-
puted. Average connectedness between a cluster and a segment
is defined as the mean similarity of the segment to the every seg-
ment in the cluster. The new segment is assigned to the cluster
with the highest average connectedness. This approach reduces
the computational cost to a great extent and allows clustering in
an online manner. Once all the data is incrementally clustered
using the proposed graph growing approach, each acoustic seg-
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ment is labelled with the corresponding cluster index. The se-
quence of cluster indices, assigned to the acoustic segments in
utterance, are treated as the sequence of virtual phoneme labels.
The virtual phoneme labels are used for unsupervised acoustic
modelling of the speech data.

4. Unsupervised acoustic modelling
We have used DNNs for unsupervised acoustic modeling from
a large corpus of speech signals and their corresponding virtual
phoneme transcriptions (cluster indices). In this work, we have
used 50 virtual phone labels to transcribe the speech data. Each
virtual phoneme is modelled as a 3-state continuous density hid-
den Markov model. The model parameters are estimated using
Baum-Welch embedded reestimation from the virtual phone la-
bels. The trained HMM models are used to force align the vir-
tual phonemes to refine the boundaries obtained from the seg-
mentation step. The state level alignments obtained from the
HMM modelling are used as targets to train a DNN classifier.
DNN, being a discriminative model, provides better estimates
for emission probabilities of the HMM. We used a 6-layer DNN,
with 1024 rectified linear units in each layer, to estimate poste-
rior probabilities of the virtual phoneme states from the acous-
tic input. The input to the DNN is 39-dimensional (13 MFCCs
+ deltas + deltas deltas) MFCC features with 7-frame context
window.

The trained DNN is capable of generating the virtual
phoneme state posteriors, which can be used as a representative
of speech specific information in the speech signal (ABX task).
The state posterior features should, in principle, be speaker-
invariant as the speaker-specific information is marginalized
during the clustering stage. The DNN, in combination with the
HMM, is used to decode the best possible virtual phoneme se-
quence for a given speech signal.

4.1. Experimental evaluation

The proposed unsupervised acoustic modelling can be used to
obtain either a continuous representation of the speech sig-
nal in terms of (virtual phoneme) state posteriors or alterna-
tively a discrete representation in terms of a sequence of virtual
phonemes. Both these representations are useful in several ap-
plications, including speech recognition, spoken term detection,
and speech summarization. The effectiveness of the continuous
and discrete representations of the speech signal, obtained us-
ing the proposed method, is illustrated on the ABX and STD
tasks, respectively. The performance of the proposed method
on these two tasks is evaluated on the zero speech challenge
2015 dataset. This dataset consists of 10.5 hours of casual con-
versations in American English, and 5 hours of read speech in
Xitsonga. Evaluation kit for both ABX and STD tasks were
provided as part of the challenge.

4.1.1. Evaluation on ABX task

The objective of this task is to construct a representation of
speech which is robust to within and across talker variation and
supports word identification. The metric we will use is the ABX
discriminability between phonemic minimal pairs [23, 18]. The
ABX discriminability between the minimal pair ”beg” and
”bag” is defined as the probability that A and X are further
apart than B and X, where A and X are tokens of ”beg”, and
B a token of ”bag” (or vice versa), distance being defined as the
DTW divergence of the representations of the tokens. We have

used the virtual phoneme state posteriors as features to compute
the DTW distance between the tokens. The average percentage
error obtained on the ABX tasks for both the databases is re-
ported in Table 1. The effects of within and across-talker vari-
ations are evaluated separately to assess the speaker-invariant
nature of a feature representation. The performance of the pro-
posed approach (DNN posteriors) is significantly better than
the baseline system based on raw MFCC features and speaker
adapted features, illustrating the speaker invariant nature of vir-
tual phoneme state posteriors. The performance of the proposed
features is better than the bottleneck features obtained from an
autoencoder trained on MFCC features [10], illustrating the po-
tential of supervised training of DNN. Notice that the labels for
this supervised training are indeed obtained from unsupervised
graph clustering. Though the performances of DPGMM [24]
and ScatABNET [25] are superior to the proposed method, they
cannot be used to obtain a discrete representation for speech
signal, which is required in STD task.

Table 1: Error rates on ABX tasks Zerospeech 2015 dataset.
Topline performance is obtained with supervised posteriors.

Model English Tsonga
within across within across

Baseline (MFCC) 15.6 28.1 19.1 33.8
Proposed Approach 13.4 21.9 13.2 23.0
Autoencoder [10] 19.7 28.7 17.1 26.4

MFCC + VTLN [26] 14.6 24.0
DPGMM [24] 10.8 16.3 9.6 17.2

Shallow ScatABnet [25] 11.0 17.0 12.0 15.8
Topline (Supervised) 12.1 16.0 3.5 4.5

4.1.2. Evaluation on STD task

The aim of the STD task is the unsupervised discovery of
”words” defined as recurring speech fragments. The systems
should take raw speech as input and output a list of speech frag-
ments (timestamps referring to the original audio file) together
with a discrete label for category membership. The evaluation
will use the suite of F-score metrics described in [19], which
enables detailed assessment of the different components of a
spoken term discovery pipeline (matching, clustering, segmen-
tation, parsing) and so will support a direct comparison with
the unsupervised word segmentation models. We propose to
identify the repeating word like patterns from the sequence of
virtual phonemes decoded from the speech signal. The choice
of the length of the word plays an important role in searching
for words from discrete symbols. Some of the existing meth-
ods search for fixed length patterns, like triphones [28] or pen-
taphones [16], as word candidates. However, words can be
composed of varying length phoneme sequences, and the fixed
length assumption does not suit for all possible words.

The task of word-level units from sequences of virtual
phones in speech is analogous to word discovery from ”space
removed” textual data. Pitman-Yor models have been success-
fully applied to discovering the words from continuous stream
alphabets without any space[30]. The current situation is ex-
actly similar to this except that the textual alphabets are replaced
with virtual phonemes. Hence, we have used a hierarchical Chi-
nese Restaurant Process [31] based nested Pitman Yor language
models to automatically detect the varying length words from
the sequence of virtual phonemes. The basic idea behind this
method is that the word lengths, typically, follow a Poisson dis-
tribution [32]. The parameters of the Poisson distribution are
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System NLP type token boundary
NED Cov P R F P R F P R F

Baseline[27] 21.9
(12)

16.3
(16.2)

6.2
(3.2)

1.9
(1.4)

2.9
(2.0)

5.5
(2.6)

0.4
(0.5)

0.8
(0.8)

44.1
(22.3)

4.7
(5.6)

8.6
(8.9)

Vseg[28] 89.6
(78.4)

40.6
(77.7)

13.5
(1.7)

11.3
(4.1)

12.3
(2.4)

21.6
(1.8)

4.8
(1.8)

7.9
(1.8)

76.1
(26.2)

28.5
(26.3)

41.4
(26.3)

EnvMin[28] 88
(61.2)

42.2
(95)

12.7
(1.1)

10.8
(3.3)

11.6
(1.7)

21.6
(0.8)

4.7
(1.3)

7.8
(1.0)

75.7
(16.3)

27.4
(24.4)

40.3
(19.5)

Osc[28] 70.8
(63.1)

42.4
(94.7)

14.1
(2.2)

12.9
(6.2)

13.5
(3.3)

22.6
(2.3)

6.1
(3.4)

9.6
(2.7)

75.7
(29.2)

33.7
(39.4)

46.7
(33.5)

CC-
PLP[29]

77.3
(36.1)

25.5
(30.2)

4.7
(3.0)

2.5
(2.7)

3.3
(2.8)

4.2
(2.0)

0.6
(0.9)

1.0
(1.2)

39.6
(19.4)

7.5
(11.2)

12.7
(14.2)

CC-
FDPLS[29]

61.2
(43.2)

80.2
(89.4)

3.1
(4.9)

9.2
(18.8)

4.6
(7.8)

2.4
(2.2)

3.5
(12.6)

2.8
(3.8)

35.4
(18.8)

38.5
(64)

36.9
(29)

proposed 85.0
(66)

100
(95.8)

5.4
(2.3)

24.8
(8.0)

8.9
(3.6)

7.9
(2.7)

13.9
(8.5)

10.1
(4.1)

41.2
(22.5)

71.1
(74.8)

52.2
(34.6)

proposed 2 91.3
(80)

5.1
(4.9)

81.4
(61.2)

15.7
(27.8)

26.2
(38.2)

Topline (su-
pervised)

0 (0) 100
(100)

50.3
(15.1)

56.2
(18.1)

53.1
(16.5)

68.2
(34.1)

60.8
(49.7)

64.3
(40.4)

88.4
(66.6)

86.7
(91.9)

87.5
(77.2)

Table 2: Results (in percentage) for STD task on Zerospeech 2015 datasets: English and Xitsonga (in brackets). The best scores for
each evaluation metric are highlighted in bold. Topline performance is obtained with manual labels.

estimated from the continuous stream of virtual phoneme se-
quence. It also has a provision to adaptively build a word level
language model from the discovered words that can be used to
predict the following words from previous ones. Theoretical re-
sults show that it is capable of learning infinite order language
model to achieve better segmentation performance.

The performance of the STD task is benchmarked against
several well established unsupervised term discovery met-
rics [19]. Normalized edit distance (NED) measures the vari-
ability among the phoneme sequences of a word class, while
coverage (Cov) measures the portion of the phoneme sequences
covered in the discovered word units. Other evaluation metrics
include token recall, type, and boundary. The token recall is the
probability that a gold word (manual word transcription) token
is found in obtained word classes. Token precision is the prob-
ability that an obtained word token would match a gold word
token. A similar definition is used for calculation of type per-
formance. Finally, the segmentation measures the accuracy of
boundaries of discovered phoneme classes with respect to ac-
tual word boundaries.

4.1.3. STD Results

The performance of the proposed method on STD task is given
in Table 2, for both English and Xitsonga. The most promi-
nent finding is a full coverage segmentation algorithm with very
high word segmentation accuracy on both languages. In En-
glish, found patterns cover the entirety of the speech data with
41.2% of the found boundaries matching a true boundary. It
finds 71% of the existing boundaries in the data. Similar per-
formance is observed for Tsonga, found patterns cover 96% of
the data and locate 75% of the boundaries. The baseline system
and other STD system achieve better precision. The high preci-
sion might be due to very selective nature of the systems (less
coverage). So, we performed additional experiments to allow
only high-quality patterns (proposed 2). We used a minimum
similarity threshold while growing the graph. The precision of
the new system increased as expected and is now almost twice

the previous value. The precision reaches the topline precision.
There is a decrease in recall performance. The overall boundary
performance (F-score) is still better than the baseline and other
STD algorithms. Precision and recall can be traded for each
other depending on the application in hand. Higher type and to-
ken performance demonstrate the quality of obtained word units
using the proposed algorithm. Overall, our algorithm achieves
the best performance in the highest number of evaluation met-
rics on both the languages.

5. Conclusions and future work

The current results show that unsupervised labelling of speech
data can be a very good start point for targeting zero speech
applications. Both the tasks focus on specific information ex-
traction from speech data and use targeted metrics for evaluat-
ing performance. Good performance on both the tasks implies
that the proposed system preserves all round useful informa-
tion. It makes the proposed algorithm an ideal candidate for
pre-processing acoustic signals for zero resource speech appli-
cations. Combining more information can help in the develop-
ment of speech applications. After labelling, task specific fine
tuning can be used for improving performance. Results demon-
strated that the neighbourhood density information can be used
for segmenting the speech utterances in an unsupervised set-
ting. Phonetic segmentation which in turn can give strong cues
for word segmentation. A drawback with current strategy is
that the performance of PY segmentation depends heavily on
the labels obtained. Incorrect labels will lead to incorrect sub-
words/words which dampen the consistency of word labels.

ABnet and ScatAbnet can be trained on extracted segments
using the proposed algorithm. Since our proposed system is
on par with STD system used previously for training, it will
improve the performance obtained on ABX task. Detailed anal-
ysis with different input features and with different clustering
techniques as done in [29], can be used for finding the best per-
forming system combination.
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