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Abstract—Base station switching (BSS) can results in signifi- A coverage probability based analysis of COMP systems using
cant reduction in energy consumption of cellular networks diring  stochastic geometry has been derived in [10]. Furthef, Ih, [1
low traffic conditions. We show that the coverage loss due to BSS;t has been shown through analysis that COMP can improve

can be compensated via coordinated multi-point (CoMP) bask .
transmission in a cluster of base stations. For a BSS with Com  cOVerage upto 17%. The resource allocation for CoMP has

based system, we propose various BSS patterns to achievetable been presented in_[12]. A new scheduling policy for two tier
trade-off between energy fliciency and throughput. We formulate CoMP network with one macro-cell and multiple small cells

the CoMP resource allocation ande—Fair user scheduling as a s proposed in[[13]. However, BSS with CoMP has recently
joint optimization problem. We derive the optimal time fraction been studied. )

and user scheduling for this problem. We utilize these rest$ to ) )
formulate the BSS with CoMP as an optimization problem. A A stochastic geometry based analysis of outage and cover-
heuristic that solves this problem for a given rate threshall is age probabilities for BSS with CoMP has been performed in
predsen'gd. Through extensive S|mulat|0cr;s, we shO\t/)v thatr]gablg . [14]. In [15], the outage probability for a hexagonal grid ded
trade-offs among energy, coverage, and rate can be achieved by : : . i ot
appropriately selecting the BSS pattern, CoMP cluster, andate Ef BSSd Wl_th dCO_II\_/IhP In terms Of_ signal-to Ino!se I;ago ’E/lsli\lR) Eas
threshold. een derived. The energyfigiency analysis of Co wit
. . _— BSS, under the constraint that only one BS can be switcked o
Index Terms—a-Fair throughput, base station switching (BSS), has been obtained ih [16]. The fu)llfldamental traffdbetween
cellular network, coordinated multi-point (CoMP) transmi ssion, g el - )
downlink, energy. energy diciency and spectralféciency for BSS with CoMP
taking backhaul power consumption into account has been
iscussed in . The performance o wi o] akin
d d in[17]. The perf f BSS with CoMP taking
S ) ) only uplink into consideration has been recently inveséda
The significant increase in demand of data has led {9 18]. However, joint resource allocation for CoMP and use

deployment of a huge number of base stations (BSs) dgheduling along with BSS has not been studied. This is the
cellular networks. The BSs consume nearly 80% of the tot@lstivation of this work.

energy consumed in cellular networks [1], out of which 70%
is consumed by power amplifiers, processing circuits, and

air conditioners([2]. These BSs are typically designed and, Giyen ana—Fair scheduler, optimal user scheduling is
deployed for peak user demands. However, it has been shown yerived for CoMP and non-CoMP users.

in [3] that the user demand varies with time resulting in | The optimal resource allocation for a CoMP cluster is
underutilized BSs and switchingfsome BSs during low user derived.

demand results in significant energy savings. Further,In [4 | various CoMP configurations and BSS patterns are pro-
it has been shown that around 2% of global Carbon emission posed and compared.

is from cellular networks. Thus, base station switching®BS , The joint resource allocation and user scheduling for BSS
during low user demand is advantageous from both economical \yith coMP is formulated as an optimization problem.
and ecological reasons, i.e., reduction in energy consompt , A gynamic heuristic is proposed that solves the optimiza-
and Carbon footprint of the network, respectively. tion problem for an energyficient point of operation

In [3], a dynamic BSS strategy has been studied based on \ithout compromising on coverage or user rates.
the spatial and temporal traces of real-time downlinkfica

It has been shown in_[5] that upto 30% energy can be savedlhe organization of the paper is as follows. The system
in a cellular network through BSS. Inl[6], the energy anthodel is described in Section Il. The BSS problem is formu-
throughput trade-s for a given coverage have been evaluatethted in Section Ill. In Section 1V, CoMP resource allocatio
To overcome the coverage constraint in BSS, infrastructumad user scheduling problem is presented as an optimization
sharing through multi-operator service level agreements hproblem along with the derivation of the optimal solutiomer
been proposed ir_[7]. A small cell based approach for BEES with CoMP optimization problem is framed in Section
has been presented inl [8] and [9]. V. A novel heuristic that solves the BSS with CoMP problem

A promising approach for increasing edge users perfas described in Section VI. Extensive numerical results are
mance (equivalently coverage) in cellular networks is deor presented in Section VII. Some concluding remarks along wit
nated multi-point (CoMP) based transmission and receptigossible future works are discussed in Section VIII.

|. INTRODUCTION

The contributions of this paper are as follows.
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TABLE [|: Mathematical notations.

Ci CoMP configurations
Gs Antenna directivity gain
hlls Channel gain at user from sectors on the subchanneh
P Power allocated per subchanmalby sectors
fus link rate of useru from sectors
a Fairness parameter for theFair scheduler
Bus Time fraction allocated for user by a sectors
Buk Time fraction allocated for user by a virtual clusterk
n() Spectral @iciency inbits/symbol
T'q CoMP SINR threshold iiB
Y Received SINR of usen from a sectors
ym Received SINR of useun from a virtual clusterk
Centre Cluster uk -
Ay Downlink rate for a useu
m User density pekn?
B Set of BSs with ordeB
By Set of BSs in the clustey
E Percentage energy saved
Fig. 1: Benchmark system with the wraparound layout around %4 Set off Virtt';jal'l‘l clustlers inthUStm
M Set of subchannels with ord&d
center cluster (reuse factor 1). 5 Set of clusters with orded
R Rate threshold
S Set of sectors with orde®
II. SYSTEM MODEL Sk Set of sectors in virtual clustée
T o a-Fair throughput
u Set of users
A. Benchmark SyStem Uy Set of users in virtual clustéc
We consider a homogeneous OFDMA based LTE cellula q‘;’f SSEttOffuseff in the f'UtSteT
P - et of sectors in clustey
network_as shown in Fi@l] 1. The set of BSs and correspondin Zal/qaz BSS pafier wherel ot ofaZ BSs are SWitchedid
sectors in the network are denoted®By= {1, 2, ..., B} andS = T Utility function for a-Fair scheduler
{1,2,..., S}, respectively. Note that the BSs are represented by 1 Cardinality of a set
triangles in Fig[DL. The hexagons represent the correspgndi [_[] Ceil the input to smallest following integer

sectors of a BS such that each BS has three sectors. Without

any loss of generality, we assume that the set of sectors is

ordered with the set of BSs. Hence, any BSE 8 corresponds the sectors and the useu. The channel gain is given by
to the sectors3-2, 30-1, and B, in the setS. For example, —PL(d) + Gs(¢) + Gu —v —,0)

in Fig.[2a, BS 4 corresponds to sectors 10, 11, and 12. We ( 10
denote the set of users in the system®y= (1,2, ...,U}. We hi's = 10 , 2

consider that the users are uniformly distributed in theesys where G, is the antenna gaim,is the penetration losg, s the

for a given user densityz_. Let M = {1,2,..., M} denote the slow fading,PL(d) is the path loss for the distandebetween
set of subchannels available in the network. We consider,

uhinds, andG is the directivity gain equal to
reuse factor of 1. Hence, a total bf subchannels are allotted S ) 5 ¥y 9 d
to eqch sector .|nS. .A compr_ehenswe Ilst_ of mathematical Ge(¢) = 25— min{lz(i) ,20}’\, —r<é<n, (3)
notations used in this paper is presented in Table I. Next, we
present the channel model considered in this paper. in which ¢ denotes the angle between thand the main lobe
orientation ofs [19].

B. Channel Model C. Resource Allocation and User Scheduling

We consider a time division duplex (TDD) system. For | ot p,¢ denote the total transmit power of a BS. Then, given
mathematical brevity, we assume a frequency flat chanqgl; the BS transmit power is shared among the three sectors
model and focus on the downlink. However, a similar analysig 5 Bs the power allocated in a sec®per subchanneh

is possible for a frequency selective channel and uplinle T|ﬁ>|;n, is given by
downlink signal-to-interference-plus-noise ratio (SIN& a
useru from a sectors, denoted byys, on a subchanneh is S E, VseS, me M. (4)
given as 3M
pPmMHM We usern(y|]s) to denote the spectraffiiency achieved by
Vs = %, (1) a user in bitssymbo}Hz. The value ofy(y™,) obtained from
& S us an adaptive modulation and coding scheme (MCS) is given in
§S TablelIl for various ranges of SINR [20]. Giverf's as in [1),

where,PT is the power allocated to the subchanneby the the link rate for the useu from sectors, denoted byrys, is
m

sectors, >, h. is the interference on the subchannel o2 expressed as
§s

&S _ n1(7is) S Corpm S Yorom M 5
is the noise power, ankl; denotes the channel gain between fus = T ’ )




TABLE II: Modulation and coding schemeé_[20].

SINR Threshold (dB) -6.5 -4 -2.6 -1 1 3 6.6 10 | 11.4| 11.8| 13 13.8 | 15.6 | 16.8 | 17.6
Efficiency (bit¢gsymboJHz) | 0.15| 0.23 | 0.38 | 0.60 | 0.88 | 1.18 | 1.48 | 1.91 | 241 | 2.73| 3.32| 39 | 452 | 512 | 555

(a) Configuration 1) (b) Configuration 2 C,) (c) Configuration 3 C3)

Fig. 2: Various CoMP configurations for the center cluster.

where, SCGorpm, SYorom, and Tsc represent the numberq as virtual clusters, which is representedy = (1,2, ..., K}.
of subcarriers per subchannel, number of symbols used pera virtual clusterk, we useSx and Uy to represent the set
subcarrier, and time duration of a subframe, respectiidig. of sectors and users, respectively. ThSg,c Wy c S. We
factor M represents number of subchannels used in downlioknsider the following three possible CoMP configurations i
per sectors. the cluster.

We consider amr—Fair time based scheduler at each sector
s such that the scheduler allocates all tMesubchannels for a
downlink time fraction denoted bg, s to a useru associated
with it. In the benchmark system, we assume that any user
associates with the sectsrfrom which it receives maximum
received SINR on the downlink. Thus, for a userB,s is
non-zero for only one sectw. The resultant downlink rate
for any usem, represented by, is given by

« Configuration 1: In this configuration, also referred to as
C,, as shown in Fid. 2a, a CoMP user in clusjegeceive
signals jointly from a sectors of each BS in the cluster
g. Thus, the virtual cluster is of sizéd/y|/3 for C;

« Configuration 2: InC,, at most two sectors coordinate
with each other as shown in Fig.12b. Thus, sectors 1, 15,
and 17 do not perform CoMP, while all the other sectors
perform CoMP pairwise (sectors with the same colors

Ay = Zﬂu,sru,s, (6) cooperate). _ _ | _
S « Configuration 3: In Figl2c, the Configuration 3 6§ is

where, rys is the link rate as computed ifl](5). The utility ~ Presented. The sectors in sets of three nanf2)yg, 10},

function for ana-Fair user scheduler is expressed|as [21] {5, 12 13}, apd {11.18 19} perform CoMP and the
Jem other sectors in the cluster operate without CoMP in
A Cs.
U =11"a a>0, a1, ) 3 - -
log(1), « = 1. To focus on other aspects like user scheduling and resource

_ i . allocation for energy saving we have considered a clust&r of
To focus on the downlink, we consider the TDD downlinigsg and only three CoMP configurations. However, both the
time fraction as 1. cluster size and the CoMP configurations can be adapted for

a practical system. The sectors present in any virtual elust
D. CoMP Sk will vary based on the configuration under consideration
We consider that the sectors are grouped in pre-determirggshown in Figl12.

CoMP clusters such that only sectors from the same CoMPWe consider that the CoMP based system allocates a frac-
cluster can cooperate and perform CoMP. This is a reasonatid@ of time for CoMP users in which the sectors in the virtual
assumption as CoMP requires a direct backhaul link betweelnster transmit jointly on the downlink to the CoMP users.
participating sectors. We denote the set of CoMP clusters Whenever, the SINR of a user in the virtual clustgy is
Q =1{1,2,..., Q}. Without loss of generality, we focus on thdess than a predetermined CoMP SINR thresHgjdhe user
center cluster in Fig.l1 represented fysuch thatB,, W, is served as a CoMP user. Lét denote the time fraction
andV, denote the set of BSs, sectors, and users in the clugterwhich such CoMP users receive data jointly from their
g, respectively. Within the clustey, several configurations arevirtual clusterk. During the remaining downlink time fraction
possible for CoMP based on which sectors perform CoMR — 6), each sector transmits to the typical non-CoMP users
together. We represent set of CoMP sectors present in @&clugtdividually. Note that each virtual clustérhas its owng.
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Fig. 3: Various BSS patterns for the center cluster for CoMRfiguration 3 (the solid black triangles represent BSs in ON
state and white triangles represents BSs that are in OF€) stat

In the CoMP time fractiomy, the downlink SINR received users of CoMP sectors of clustemwill be as in [1). The link
by a useru from any virtual clustek of over subchannain rate for a CoMP useun from a virtual clustek can be obtained

(denoted byy(\) is given by using [®) and[(B) as
D P\r/nhumv U(VLTk) S Corom S Yorpwm
m veSi ’ Mok = T M. (9)
Yuk = S PThM +g2° (8) sc
jog vuv Next, we present the various BSS patterns considered in this
Sk work.

where, 3, P7h) is the sum of the received powers for user
E. BSS Patterns

Let Za1/22 denote a BSS pattern in which al out of the
the interference from all the other sectors in the system:lwhltotal a2 BSs in the cluster are switcheff. dHence, if al is

are not part of this virtual clustér. Note that the SINR for equal to 0, then all BSs in the cluster are active. In Eig. 3,
users associated with the non-CoMP sectors and non-CoMP depict some of the possible BSS patterns corresponding

veSk
u from all the sectors in the virtual clusterand 3, Pg'h7y is
S ug



to Z1/7, Z2s7. L3z, and Za7 for CoMP configurationCz.  for a homogeneous cellular environmeft](12) is equivaient
The shaded black triangles represent active BSs and whitex,, > w,. Let x,s denote an association variable of user
: : beB,
tr!angles represent the BSS. that have been swnch‘gdno #With sectors such thatx, s € {0, 1}. Then, the BSS problem
Fig. [3. We use idle and active states of the BSs with O can be framed as an optimization problem for a given user
and ON state interchangeably throughout the text. Note that! €. P P 9
. ) realization as follows.
Fig.[2c representg for Cs, where all BSs are active. For a

given al in Zai/a2, multiple possible BSS patterns exist. For B : maxd W (13)
example, Fig[:3a and Fi§. Bb are both @#r,;. Seven such =

combinations are possible faf1/7 in which any one of the

seven BS in the cluster can be switchefl. The proposed st Z Wo < 1Bql-1, (14)
optimization problem and the solution heuristic are vabd f bey

all such combinations. W, € {01}, Ybe By, (15)

1, if s=argmax{y".},
Xus = { g 7u,s}

F. Performance Metrics 0, otherwise

The three key system performance metrics of a cellular Yue Vg, Vse Wy, (16)
network are rate, coverage, and energy. We measure thersyste m o (1 —wrs/3)PIs 17
performance of user rates through theFair throughput Yus = > (1 - wrgz)PTh™ + 02 17)
obtained over a cluster as follows [21] i#; '

1
1 = A= D Bususus 2 R Vue Vg, (18)
To=|= /11") , a>0, a#1, S
(|(Vq| UEZV:q ! seWyq

& where, the constrainf (14) implies that at least one BS in the
( 1_[ /l“) ’ =1, (10) clusterg should in the ON state_(1L5) reflects that a BS can be
ueVa either in ON or OFF state|_(1L6) is required as the user should
where,« is the fairness parametel is as defined in[{6), and associate to a sectsifrom which it receives maximum SINR,
Vq is the set of users associated with the cluster the modified SINR from a secta in (I7) is required as the
We define SINR coverage as the probability of a randoreceived power from a sectgrcorresponding to B® = [s/3]
useru receiving SINRy(s greater than the minimum SINRor received power from an interfering sec®can be zero if
threshold in Tablé]l from at least one secwrFurther, we the corresponding BS is switcheé,cand [18) guarantees that
define rate coverage as the probability of a random wsemBSS should not result in any user’s rate being less than tee ra
receiving ratel, greater than the rate thresho®l This rate thresholdR. Next, we formulate the CoMP based optimization
threshold is a system parameter that can be controlled by ireblem for a virtual clustek that is part of the center cluster
operator. g.
We consider the percentage of energy saved, represented by
&, as the metric for energyfiéciency. For a given BSS pattern

Zaa2 Which meansal out of a2 BSs are switchedffy the IV. CoMP PropLem FormuLATION

percentage energy saving is For the CoMP based system, we uggas a binary variable
al that denotes whether the userassociated to sectas will
&= X 100. (11) receive CoMP transmission from the virtual clustefsuch

that s € Sk andz,s=1) or will receive conventional downlink

?r[a%smission from the sectsr(z, s=0). We set the value f, s

as 1if theyy is less than the CoMP SINR threshdlgl Given

the number of CoMP and non-CoMP users, the virtual cluster

k has to decide the optimal CoMP time fracti@n Further, we

defineByk as the time fraction ofi for which an individual
We usew, as a binary BSS variable to denote B ON  comP useru receives joint downlink transmission from the

(Wp = 0) or OFF (, = 1) state. We focus on the clustenin  yirtyal clusterk. Then, given the utility function in[{7), the

the center as depicted in Figl 1. The power consumption jgfnt CoMP resource allocation and user scheduling problem

a BSb in idle and active state is given biige and Prot, for a virtual clusterk can be formulated as the following
respectively. Then, for a given user realization, to adhieyptimization problem.

energy #iciency, we should optimize the following objective

Next, we consider a snapshot based approach and consid
user realization for a given user densityWe formulate the
BSS as an optimization problem for this user realization.

I1l. BSS ProBLEM FORMULATION

function [22] Pt max ) Ua(d), (19)
d> Uk»
min > WoPRye + (L We)Py. (12) s 2L
* beB, sty = (1-64) Z Xus(1 = Zug)Bustus +

The objective function in [{12) simplifies to =Sk

MiNy, bEZB Wo(P,. — PRy). GivenPL, is always less thaf®,, Ok Z XusZusBukluk, YU € U, (20)
q

seSk



{1, if s=argmax{yjs, (21) Proof: For any given user associatiogs (note that it need

s = 0, otherwiseYu e Uy, Vse Sk, not be maximum SINR based) and CoMP SINR threshigld
: the virtual clustek can compute, s using [22). Given binary
m 3
Zus = {1’ it yub S TaXus, S€Sic st 1S > 1, (22) Zus a useru can be classified as COMP or non-CoMP user
0, otherwise Yue Uy, ¥se Sk, into the setsid. or Uy, respectively. Further, the set of non-
Z ZusXusBuk < 1, (23) CoMP users for every sectare Sk, denoted bylf,.s, can be
rolir=7 obtained. Then, a8/, = U, U Uy, the objective function in
Z (1- Za)XesBus < 1, Vse Sk, (24) (19) denoted byY can be represented as
ueUy /ll.]ra /lL]i—a Aﬁ—w
BU,S > O,VUE%Ik, VSGSk, (25) Y_L;; l_a_u; 1_a+uez(u 1_0,’ (31)
Buk = 0, Yue U, (26) ‘ " ’
6 € [0,1], (27) Which using [2D) becomes
Ty € [65ménad- (28) v - YY) Xu,s(l—gk)l—a(ruy Bug)
where, the user rate is defined byl(20) such that any non-CoMP UETn SESk 1-a
usersu gets a fraction of3,s(1 - 6) from the sectors and Gﬁfa(ru,kﬁu,k)lf"
any CoMP usersl gets a fraction of3 k6« from all sectors + Z Z Xu,sT-
in k, x5 in (27) represents the maximum SINR based binary uel, Sk

user association variable, the constraint{inl (22) impliet & Then, for any giverk, x.s andT, the optimization problem
user can be either CoMP or non-CoMP with corresponding (@3) can be simplified to
binary z,s, (23) indicates that time fractions @ allocated

to all CoMP users in cluster must be less than equal to 1. - max Y (32)

Similarly, (Z2) indicates that time fractions of<{#) allocated BusBui

individually in each sectos to non-CoMP users should be less s.t. Z Bus <1, Vse S, (33)

than equal to 1. The constraints [0 (25) ahdl (26) are required Uelnes

to ensure non-negative time fractions. The constraintif) (2 Z Buk <1, (34)

ensures that CoMP time fraction is not more than the total =7A

available time. The values &f . and¢d,, in (28) define the @3). and [26)

permitted range for the CoMP threshdid. Ther,y in (20)

is given in [9). where, [3B) and(34) are obtained from1(23) and (24), respec-
The joint resource allocation and user scheduling probleively. The Lagrangian function of (82) can be defined as

in (X9) is a mixed integer non-linear program (MINLP) which

is difficult to solve in general for the multiple optimizationL(Y’ Vs, Vio Xus, Xuk) = =Y + ZVS( Z Bus = 1) +

variables simultaneously (namely, 6k, Bus Buk).- Hence, S8 Uellnes

we next present propositions that provide individual oplim Vk( Z Buk — 1) - Z Z XusBus— Z XukBuk, (35)
solutions with respect t@, s, Buk, andé for a givenT'y and T=7A €Sy UTnes =7A

Xus in a virtal clusterk. where, Vg, Vi, Xys, and X,k are the KKT multipliers [[2B]
Proposition 1. For a virtual cluster k, given a user associationfor (33), (34), [25), and[{26), respectively. Consideriig t
Xus» @ COMP SINR thresholHy, at least one CoMP user with complementary slackness KKT conditions, the valueXg@f
Yus < Ty, and any CoMP time fractiody, the optimal time andXyy turn out to be zero for a userwhenever it receives
fraction of (1 — 6k), allocated by thex-Fair scheduler in any non-zerg3,s or Bux from a sectors or a clustelk, respectively.
sector se Sk for a non-CoMP user u is equal to Thus, the corresponding(35) for users receiving non-zate r
(i.e., Xy,s=1) becomes

Bis = _ Tuse  yee Sk, YU € Upe, (29)
i tuso LT Ve V) = =Y+ > Vo > Bus— DV D Buk— 1).
l-a seSk ueUnes uelU,
where, tys. = fys, and the optimal time fraction o ) ) ) - (36)
allocated by ana-Fair scheduler for all the sectors jointly The first-order stationarity conditions 6f (36) for (33) a(&d)
to a CoMP user u is equal to result in
dL - p—a
B = % Yue .. (30) B - [(1- Brus]™* B + Vs = 0 and (37)
vell, dL la a .
- B = —[6kruk]T" Bk + Vk = 0, respectively. (38)

where, tyx, = Mok s U =1{1,2,..Ue}, Unec = {1,2,...Upn}, and

Unes = {1,2,...Uncst denote the set of CoMP users i, the  Solving [3T) and[(38) jointly with[(33) and(B4) result (N )29
set of non-CoMP users i, and the set of non-CoMP usersand [30), respectively. This completes the prooPod position
in any sector € Sk in the virtual cluster, respectively. 1. |



TABLE Il Various values ofa and corresponding; for a he Nne and N in a virtual clusterk are given by
virtual clusterk.

_ . . Noc= > > (1= Z9Xs and (42)
Nc N¢ SESK ueUy
[ N¢ + Npc N = Z Z Z,s¥%us respectively. (43)
ug:” (ruﬂkﬂakrl 5 ueUy seSx
2 \[ Y 2 Xus(fusBhe)™ 1+6 Given the BSS optimization problem for center clustein
”€ﬂ”°§s(kr oy (I3) and the CoMP optimization problem i {19) for any
=AM 5 virtual clusterk that is a part of the center clustey we
“ \[u% zs xu_s(ru,SB{j,S)lfﬂj 1+6 next formulate the joint BSS with CoMP as an optimization
€Unc SESk

problem over the center clustgr

V. BSSwita CoMP ProBLEM FORMULATION

Note that fore = 1, i.e., a proportional fair schedulel, {29) Given a CoMP SINR thresholfy, we consider a maximum
and [30) result in time fractions/Ny.s and ¥N; for Non- SINR based user association. Further, any user in the center
CoMP and CoMP users, respectively, in any sect@f the clusterq should obtain a rate higher than a pre-determined
CoMP cluster. rate thresholdR with or without CoMP from corresponding
virtual clusterk or sectors, respectively. Then, the BSS with
CoMP can be formulated as an optimization problem for the
center clusteq as follows.

Proposition 2. For a given user association,x and CoMP
SINR threshold’y, the optimal time fractiorg, for CoMP
users in a virtual cluster k is given by

B* : max ) W (44)
. 0 Wy 4
O = ——, (39) <Bq
1+6 st. [13), @7),
where, A= [ D) D= 0xs(L - Zas)Bisus +
1 kE‘K‘q SeSk
UEZW (ru,kﬂﬁyk)l"’ a Z Z H;Xu,SZuYSBZ,kI’UYk] >R YueVy, (45)
0= 5 Zc R , (40) keKy seSk
7= ZS (1= Wry3)PTT,
VE,
. . . ka = . mpR/m 2> (46)
with ;s and g, as in [29) and[(30), respectively. " > (1= wgz)Pehl, + o
b GeS '
Proof: For any given user associations and CoMP SINR Sk _
thresholdIy, the virtual clusterk can be classify users into _ |1 if s=argmax{yjg}, (47)
the setsU. or Unc as shown in the proof of Proposition 1. "*° 0, otherwiseVue Vg, Vse Wy,
Then, asly = U; U Uy, the objective function in[{19) can e m
be represented as Zus = Lo it s S FaXus, S€ Sk, ke Kq St IS >(3[8)
’ 0, otherwise Yue Vg, Vse Wy,
Z Al _ Z Al . Al ’ Bis is as in [29)Yu e Vg, Vse Wy, (49)
Gl Gl @le B s asin[BD)vke %y, (50)
. ) L 6; is as in Yk e Ky, 51
which givenxys is binary, [20), [Z2B), and_(30) becomes K (39), vk & % (1)
where, the objective function if_(¥4) is the same as[id (13),
(1-60) " (rusBie™™ O (rukBy ) constraint[(I4) is to ensure that atleast one BS in the center
Z Z s 1—a + 1—a * cluster is in ON state, constrailf{17) is required to actoun
UEne SESk uethe (a1) for the change in SINR from a sector with BSE.](45) is

the resultant rate of a user with BSS and CoMP, the SINR
from virtual clusterk is recomputed in[{46) as with BSS the
_ gy # V- _ (gry-a « l-a received power from a sectgrcorresponding to B® = [v/3]
(-6 Z Z XuslTusbys) (6 Z(ru’kﬂ“’k) " or received power from an interfering sectorcan be zero
if the corresponding BS is switchedtp(44) is required to
which on simplification results in[{89). This completes thee-compute user association with BSS through the additiona
proof of Proposition2. B term of (1-w,) that ensures the maximum SINR is computed
The result presented i (39) is valid for amyFair scheduler. only over the BSs that are still in ON state, the constraint
The optimal CoMP time fractiof; for some commonly used in (48) ensures that a user is served as a CoMP user based
a-Fair schedulers is presented in Tabld Ill. Note that for @n received SINR only from sectors of BSs still in ON state
proportional fair scheduler( = 1), 6; is independent of the and for virtual cluster with more than one sector available f
user link rates and the time allocated to each user. In Télble CoMP, andg;, 8, 6 in (49), [50), and[(31) have to be

Differentiating[[411) with respect # and equating to 0 gives

ueUnc S€Sk uel,



Algorithm 1 Dynamic Base Station Switching with CoMP

TABLE IV: Simulation Parameters

1: INPUTS : {PTh"}, Vg, Ty, R, {Z B 49

2 OUTPUTS S Zy D )

3: Sort Zaya2 in increasing order of energy consumption Slow Fadingg) Standard deviaton of 8 dB

4: Initialize : J = [{Z} ), =1 Pss 46 dBm

5: Repeat o? 2.2661e-15

6: Initialize : u=1, {zys) = 0 Pk/l(d) 136.8245(39.098§(|0q0d-3)) [19]

7: Repeat Subchannel BandwidtH 180 KHz

8: Sort{P{'h{]s} in decreasing order and srfs =1 SCorom 12

9 yus = f({PTN)) as in [1T) fYOFDM 114

10: if yys < Tq then _ Shabirame =

11: yuk = F({PZhT)) as in [46)

122 zs=1

13: else ) ) . . )

14 2,5=0 receives maximum power is identified axgk is set as 1. Next,

15: end if givenR it is decided whether a useris a CoMP or a non-
166 Setu=u+1 CoMP user. Then, for the BSS pattern under consideration,
17: Until u> [Vl + 1 the received SINRs from the corresponding sector or virtual

cluster is computed using {(17) dr {46), respectively. Nbt t

18: Set u=1 - Ve,

19: Repeat (@I37) and [(46) conS|d§r only the BSs that are still in ON state
20.  Computedy as in [@5) for the SINR calculations. In a separate loop over the number
21 Setu=u+1 of users, i.e.|]Vyl, the rate of each user is computed. This is
22: Until u> Vg +1 required as the user association and SINRs are used to cemput
23 if minfAy} <R andj <J then the r_ate of all users in the system as[inl(45). In case a_lll users
24 j=j+1 receive a rate higher than the rate thresifttien the_z heuristic

25 Goto Step. 6 stops and selects this BSS pattern as the optimum pattern.
26 else Otherwise, the number of switched on BSs is increased and
7zt =l the described steps are repeated for the next BSS pattezn. Th
o8- Gg%azs»[ep_al?/,iz heuristic runs till either a optimum BSS pattern is obtained

29: end if all BSs are in ON state.

30: Until j > J The heuristic is presented as a pseudo-code in Algo. 1. The
31: Stop complexity of the proposed heuristic for every user retilira

computed using[(29)[ (B0), and_{39), respectively. Notd th
the optimization problem presented [0 {44) is a MINLP an
the problem becomes complex for large number of BSs, i.e.,
|B4l. Next, we present a heuristic that solves the joint BSS
with CoMP optimization problem.

is O(J(IVqlIBgl + |'V4l)). Note that worst casd is equal to
254, However, in practice, operators can optimize and choose
from a lower number of BSS patterns. For example, in the
merical results presented next, we considl@qual to five

SS patterns.

VII. NumericaL ResuLTs

We consider a center cluster with 7 BSs. To model the
interference suitably, we consider a wrap-around systetin wi

_Vl' PI_QOPOSED HEURISTIC FOR BS_S‘?VITH CoMP 6 clusters of 7 BS each around the center cluster. We consider

In this section, we present a heuristic that selects the ogfie simulation parameters specified by 3GPP for an urban
mum BSS pattern for. a pre-determined set of virtual ClUStQ‘i%mogeneous cellular environment as given [inl [19]. Thus,
that perform CoMP in the center cluster The proposed g total of 49 BSs are considered for simulations with inter-
heuristic assumes that the set of usefg and the set of gjte distance of 500 m. The users are distributed uniformly
received powers for any usarfrom any sectors, represented yandomly with the appropriate user densiwy 6ver the entire
by {PShi’s) is available. The heuristic considers a set of BS§mylations area. We consider 500 user location realizatio
patterns denoted byZ), ). Note that any elemenZ), ., For each location realization the results are averaged over
of this set is equivalent to a unique combinationfwk}, the 50 independent fading realizations. The simulation patame
binary BSS indicator variables SpeCified (15) The heiaris details are given in TabEV To study the impact of Change
also takesI'y and R as an input. The set of BSS patterng, ;, over the system performance, we vary the average user
is first sorted in an increasing of energy consumption sugfensity from 20 to 160 users p&m?.
that any BSS patteriZ}), ,,} consumes less than equal to The variation ofg; with respect toly is shown in Fig[#
the energy consumed b{;Z‘,‘;/l }. The heuristic starts with for various values ofx. Note that the optimal value of
least energy consuming BSS pattern. Next, the set of resteivabtained via exhaustive search in simulations matchestiwith
powers{PZh{} is sorted for any useun from all sectorss. 6 derived in [39). Further, the optimal CoMP time fraction
Using this operation for every usarthe sectosfrom which it increases with an increase in the CoMP SINR threshold as
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CoMP SINR threshold I{y), with and without CoMP, for various BSS patterns.

variousa and CoMP configurations.

The probability of coverage (for SINR coverage as defined

more number of users become CoMP users with incredseSection IIF) is presented foZy (all BSs in ON state)
in I'y. The increase inr values makes the-Fair scheduler and BSS patternsZi,7, Zz7, Zs7 and Zay7 for various
allocate more resources to edge users. Hence, an increaseades of CoMP operations are shown in Hi§j. 6. Note that
the fairness parameter results in an increase ¢, for the the SINR coverage increases for all the CoMP configurations
same value of 4. The increased, ensures that the edge userén comparison to without COMP scenario. Further, an inaeas
(with SINR < T'y) will be served as CoMP users and receivin the number of switchedfbBSs results in decrease in the
more downlink time fraction. coverage probability for all CoMP configurations. The résul

The throughput metric corresponding taraFair scheduler considered are for BSS patterns shown in Eig. 8bl Bd, 3h,
is given in [I0). In Fig[B, the variation of the throughpuand(3i.
metric (T,) is presented with respect to CoMP SINR threshold The variation of T, with respect toI'y, different BSS
(Cy), with and without CoMP, for variousr's and CoMP patterns, andr = 1 is presented in Fig]7. Note that the
configurations. Note that from a rate perspective the olvertdiroughput decreases as more BSs are switclieéd-arther,
system performs better without CoMP in comparison witbven with various BSS patterns, the without CoMP scenario,
various CoMP configurations lik€;, C,, andCz because in CoMP configuratiorCs, C,, andC; are in decreasing order
CoMP resources of more than one sectors are used to improfeghroughput. This is due to the rate and coverage trade-
SINR of CoMP users. Thus, the overall system throughpoff between these configurations. For example, in [Eig. 6, the
is bounded by benchmark without CoMP system throughpabverage probability ofC; is higher thanC, for all BSS
Further, Fig[b shows that a lower value I&f will result in scenarios. Whereas, in Figl 7, the throughpuCefis lower
less loss in system throughput. than C, for all BSS scenarios. Thus, multiple configurations
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Fig. 9: Variation of rate coverage with respect to rate thods
(R), for variousa, BSS patterriZ,7 in configurationCs, and Fig. 11: Performance of the proposed heuristic in a varying
I'y=-1dB. traffic scenario whemR = 0.2Mbps al is number of switched

of BSs, u is user density.

of CoMP with BSS can be used to achieve various traffie-o
between rate and coverage which a traditional without CoMRe user density reduces, the various BSS patterns along
system does notfter. with CoMP configurations fber a much higher granularity of
For the rest of the results, we focus©@gas it results in least operating points that an operator can select. Thus, usiag th
loss in throughput in comparison to without CoMP scenariwiork presented in this paper an operator can select the right
The rate coverage as defined in Section IIF is presentedrite, coverage, and energy trad&-éor example, whenever
Fig.[8 and Fig[P fora = 1 andI'y = -1dB . In Fig.[8, the the user density in Fig_10 drops from 100 to 40 per’km
probability to operate in with a BSS pattern while ensurimg t an operator can switch from without CoME, to without
user rates to be higher than the rate threskld presented CoMP any other BSS patterns to save energy at the cost of
for without CoMP and with CoMP configuratid@s scenarios SINR coverage as shown in F[g. 6. Alternatively, the operato
is presented. Fig]8 shows that to maintain the same ra# use, one of the CoMP configurations to maintain the same
coverage with larges energy savings the system has to rededge user rates, without compromising on the SINR coverage.
the rate threshold. Further, for the same rate threshol® BS In Fig.[I1, the result from the heuristic proposed in Section
patterns with higher energy savings are less probable. Nateis presented. We selecR as 02Mbps A snapshot of
that Fig.[9 is for BSS patter@y/7. It is observed from Fid.I9 traffic profile variation is selected and a optimum BSS pattern
that the probability for selecting the BSS pattern increasgi¢h (Z;]ﬂ/az) is selected based on the given operator rate threshold
increase inx. R. In Fig. [11, al represents the number of BSs switched
The edge user rates calculated for the lowest ten percentife and correspondingly the percentage energy saved. It is
users in the system are presented in Eig. 10. Note thatadserved from Fig_11 that there is some decrease in overall



throughput whenever BSs are switchetl élowever, the loss [15]
in throughput is accompanied with significant gain in terrhs o
energy savings. Thus, the proposed heuristic ensures rnen(irq16
energy savings, without loss in coverage, at the cost of high
rate users.

[17]
VIII. ConcLusioN

We have shown that loss in SINR coverage due to BSS can
be compensated by CoMP transmission. We have formulaté#l
the CoMP user scheduling and resource allocation as
optimization problem. Optimal solutions for user scheagli
and CoMP time fractions have been derived. The derivéd)
results have been used to formulate and solve the challigngin
problem of BSS with CoMP. A heuristic has been presented
that solves the BSS with CoMP problem dynamically. Throudf!!
numerical results it has been shown that the derived results
match closely with simulations. Further, we have shown thgb]
BSS with CoMP can be used to achieve various possible trade-
offs in energy savings, throughput, and coverage. In futuee, th
presented work will be extended using a stochastic geomefry)]
based framework for arbitrary cluster size.
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