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Abstract

Stinespring’s representation theorem is a fundamental theorem in the theory of com-
pletely positive maps. It is a structure theorem for completely positive maps from a
C∗−algebra into the C∗−algebra of bounded operators on a Hilbert space. This theo-
rem provides a representation for completely positive maps, showing that they are simple
modifications of ∗−homomorphisms. One may consider it as a natural generalization of
the well-known Gelfand-Naimark-Segal thoerem for states on C∗−algebras. Recently, a
theorem which looks like Stinesprings theorem was presented by Mohammad B. Asadi
in for a class of unital maps on Hilbert C∗−modules. This result can also be proved by
removing a technical condition of Asadis theorem. The assumption of unitality on maps
under consideration can also be remove. This result looks even more like Stinesprings
theorem.
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Chapter 1

Basics of Banach algebras

1.1 Banach Algebras
In this section, we will provide the basic information about Banach algebras and of

spectral theory. The most important of these are the non-emptiness of the spectrum,
Beurling’s spectral radius formula and the Gelfand reprsentation theory. Thoroughout
this thesis, the field for all vector spaces and algebras is the complex field C.

Definition 1 (Algebra). Let A be a non-empty set. Then, A is said to be an algebra, if

1. (A,+, ·) is a vector space over the field F.

2. (A,+, ∗) is a ring, and

3. (α · a) ∗ b = α · (a ∗ b) = a ∗ (α · b)∀α ∈ F,∀a, b ∈ A.

we will write ab instead of a ∗ b and αa in place of α · a.

Definition 2. An algebra A is said to be commutative, if the ring (A,+, ∗) is commuta-
tive.

Definition 3. An Algebra A is said to be unital, if (A,+, ∗) has a unit. Let A be unital
algebra and a ∈ A. If there exist b ∈ A such that ab = ba = 1, then b is called inverse
of a.

Remark 1. The unit element in an algebra is unique, denoted by 1. Also, if a ∈ A has
an inverse, then it is unique, denoted by a−1.

Definition 4. Let A be an algebra and B ⊂ A. Then B is said to be a subalgebra of A,
if B itself is an algebra with respect to the operations of A.

Definition 5 (Normed Algebra). If A is an algebra and || · || is a norm on A satisfying

||ab|| ≤ ||a||||b||, for all a, b ∈ A,

then || · || is called an algebra norm and (A, || · ||) is called a normed algebra. A complete
normed algebra is called a Banach algebra.

11
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Remark 2. In a normed algebraA, if (an) ⊂ A, (bn) ⊂ A such that an → a, and bn → b
then anb → b, ban → ba and anbn → ab as n → ∞. Thus, multiplication is left, right
and jointly continuous.

Proof. It can be proved using the norm condition on algebra.

Remark 3. Assume ||1|| = 1.

Now, let us see, some examples of algebras, Banach algebras, subalgebras and unital
commutative Banach algebras.

Example 1 (Function Algebras). In these examples we consider algebras of functions.

1. Let A = C. Then with respect to the usual addition, multiplication of complex
numbers and the modulus, A is a commutative, unital Banach algebra.

2. Let A = C(K), where K is compact Hausdorff space. For f, g ∈ C(K), define

(f + g)(x) := f(x) + g(x)

(αf)(x) := αf(x)

fg(x) := f(x)g(x)

||f ||∞ := sup{|f(t)| : t ∈ K}.

Then A is commutative unital Banach algebra with unit f(x) = 1, for all x ∈ K.

3. Let S 6= ∅ andB(S) = {f : S → C : f is bounded}. Then, B(S) is a commutative
unital Banach algebra with unit f(x) = 1, for all x ∈ K.

4. Let Ω be a locally compact Hausdorff space and A = Cb(Ω) := {f ∈ C(Ω) : f is
bounded}. Then A is unital commutative Banach algebra with unit f = 1.

5. Let Ω be a locally compact Hausdorff space and A = C0(Ω) := {f ∈ C(Ω) : f
vanishes at∞}. Then A is a commutative Banach algebra and A is unital iff Ω is
compact.

6. Let Ω be a locally compact Hausdorff space and A = Cc(Ω) := {f ∈ C(Ω) : f
has compact support}. Then A is commutative normed algebra but not Banach
algebra and it is unital iff Ω is compact.

7. Let X = [0, 1]. Then C ′[0, 1] ⊂ C[0, 1] is an algebra but (C ′[0, 1], || · ||∞) is not
complete. Now define,

||f || := ||f ||∞ + ||f ′||∞, f ∈ C ′[0, 1].

Then (C ′[0, 1], || · ||) is a commutative unital Banach algebra with unit f(x) = 1,
for all x ∈ K.

8. Let D := {z ∈ C : |z| < 1}. Consider, A(D) := {f ∈ C(D) : f |D is analytic}.
Then A(D) is a closed subalgebra of C(D). Hence it is a commutative, unital
Banach algebra, known as the Disc algebra.
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Example 2 (Operator Algebras). Here we consider algebras whose elements are opera-
tors on a Banach space. In this case the multiplication is the composition of operators.

1. Let A = Mn(C), (n ≥ 2) with matrix addition, matrix multiplication and Frobe-
nius norm defined by

||A|| =

√√√√ ∞∑
i,j=1

|aij|2

is a non-commutative unital Banach algebra.

2. LetX be a Banach space, then B(X), the space of all bounded linear opeartors with
composition of operators as multiplication and with respect to the opeartor norm,
B(X) is non-commutative unital Banach algebra with identiy operator being the
unit in B(X).

3. Let X be Banach space and K(X) := {T ∈ B(X) : T is compact}. Then K(X)
is a closed subalgebra of B(X). Hence, K(X) is non-commutative Banach alge-
bra and it is unital iff dim(X) <∞.
Recall that T ∈ B(X) is compact iff T (B) is compact for every bounded subset B
of X.

4. Let A = Mn(C). Define
||A|| = max

1≤i,j≤n
|aij|

is a norm on Mn(C) but not an algebra norm.

5. LetA = M2(C) andB :=

{[
x x
x x

]
: x ∈ C

}
. ThenA is a unital non-commutative

Banach algebra with unit =

[
1 0
0 1

]
, while B is non-commutatice unital Banach

sub-algebra of A with unit =

[
1/2 1/2
1/2 1/2

]
.

Definition 6. Let I ⊂ A. Then I is called an ideal (two sided) if

1. I is a subspace of A over F.

2. I is an ideal in the ring A.

An Ideal I is said to be maximal, if I 6= {0} and I 6= A and J is any ideal ofA such that
I ⊂ J, then either J = I or J = A.

Remark 4. Every ideal is a subalgebra but a subalgebra need not be an ideal.
Let A := {(aij) ∈ Mn(C) : aij = 0, i 6= j}. A is not an ideal of Mn(C), but it is
subalgebra.

Example 3. 1. Let H be a complex Hilbert space, then K(H) is closed ideal of
B(H).
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2. Let K be a compact, Hausdorff space and F be a closed subset of K. Then

IF := {f ∈ C(K) : f |F = 0}

is a closed ideal.

3. Mn(C) has no ideal, for all n ∈ N.

Throughout we assume that A to be a complex unital Banach algebra. Now, we
discuss the definition of Multiplicative group and its properties.

Definition 7. Let G(A) := {a ∈ A : a is invertible in A}. Since, 1 ∈ G(A), so G(A) 6=
∅ and 0 /∈ G(A), hence the set G(A) is a multiplicative group.

Example 4. 1. Let A = C(K), where K is compact Hausdorff space. Then G(A) =
{f ∈ C(K) : f(t) 6= 0 for each t ∈ K}.

2. Let A = Mn(C). Then G(A) = {A ∈Mn(C) : det(A) 6= 0}.

Recall that if z ∈ C such that ||z|| < 1, then (1 − z) is invertible and (1 − z)−1 =∑∞
n=0 z

n. This result can be generalized to the elements of Banach algebra.

Lemma 1. If a ∈ A with ||a|| < 1. Then

1− a ∈ G(A) and (1− a)−1 =
∞∑
n=0

an.

Furthermore,

||(1− a)−1|| ≤ 1

1− ||a||
.

This inequality is called Neumann’s Inequality.

Proof. We can prove that this series
∑∞

n=0 a
n is convergent using the result that the

absolute conevrgence implies convergence of the series iff the space is complete. Let
y =

∑∞
n=0 an. The sequence of partial sums criteria and the result for ||a|| < 1, an → 0,

as n→∞ implies
(1− a)y = 1 = y(1− a).

Hence, 1− a ∈ G(A) and (1− a)−1 =
∑∞

n=0 a
n. Also,

||(1− a)−1|| = || lim
N→∞

N∑
n=0

an|| ≤ lim
N→∞

N∑
n=0

||a||n =
∞∑
n=0

||a||n =
1

1− ||a||
.

Corollary 1. 1. LetA be unital Banach algebra and a ∈ A. Let λ ∈ C\{0} such that
||a|| < |λ|, then

λ.1− a ∈ G(A), and (λ.1− a)−1 =
∞∑
n=0

an

λn+1
.

Furthermore,

||(λ.1− a)−1|| ≤ 1

|λ| − ||a||
.
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2. Let a ∈ A such that ||1− a|| < 1, then

a ∈ G(A) and a−1 =
∞∑
n=0

(1− a)n.

Proposition 1. The set G(A) is open in A.

Proof. Let a ∈ G(A) and B := {b ∈ A : ||a− b|| < 1
||a−1||}. Now,

||1− a−1b|| ≤ ||a−1||.||a− b|| < ||a−1||. 1

||a−1||
= 1.

Thus, a−1b ∈ G(A). Hence, b = a.a−1b ∈ G(A).

Proposition 2. The map a→ a−1 is continuous on G(A).

Proof. Let (an) ⊂ G(A) such that an → a ∈ G(A).

||a−1
n − a−1|| = ||a−1

n (a− an)a−1|| ≤ ||a−1
n ||.||a− an||.||a−1||.

Corollary 1, implies ||a−1
n || ≤M. Hence, a−1

n → a−1 as n→∞.

Definition 8 (Topological Group). A topological group G is a topological space and
group such that the group operations of product:

G×G→ G : (x, y) 7→ xy

and taking inverses
G→ G : x 7→ x−1

are continuous functions.

Remark 5. As the maps (a, b) → ab from G(A) × G(A) into G(A) and a → a−1

from G(A) into G(A) are continuous, hence we can conclude that G(A) is a topological
group.

In this section we define the concept of spectrum and resolvent of an element in a
Banach algebra.

Definition 9. Let A be a unital Banach algebra and a ∈ A. The resolvent ρA(a) of a
with respect to A is defined by

ρA(a) := {λ ∈ C : (λ.1− a) ∈ G(A)}.

The spectrum σA(a) of a with respect to A is defined by σA(a) = C\σA(a). That is

σA(a) := {λ ∈ C : (a− λ.1) /∈ G(A)}.

Example 5. 1. Let f ∈ C(K) for some compact Hausdorff space K. Then σ(f) =
range(f).

2. Let A ∈Mn(C). Then σ(A) = {λ ∈ C : λ is an eigenvalue of A}.



16 CHAPTER 1. BASICS OF BANACH ALGEBRAS

Now, we will show spectrum of an element in a Banach algebra is non-empty.

Theorem 1. Let A be unital Banach algebra and a ∈ A. Then σ(a) 6= ∅.

Proof. Let a ∈ A.

1. If a /∈ G(A), then 0 ∈ σ(a). Hence, σ(a) 6= φ

2. Suppose, a ∈ G(A) and σ(a) = ∅. Hence, ρ(a) = C. Let, φ ∈ A∗and f : C(=
ρ(a))→ C defined by

f(λ) = φ((a− λ.1)−1).

We can show that f is entire and bounded and |f(λ)| → 0 as |λ| → ∞. Then, by
Liouville theorem, f = 0. That is, φ((a − λ.1)−1)) = 0,∀ φ ∈ A∗. Hence, by
Hahn Banach theorem, (a− λ.1)−1 = 0, a contradiction.

Remark 6. 1. If λ ∈ C such that |λ| > ||a||, then (a− λ.1) ∈ G(A). Hence σ(a) ⊂
{z ∈ C : |z| ≤ ||a||}. Hence σ(a) is bounded subset of C.
σ(a) is closed, since the map f : C→ A given by f(λ) = (a− λ.1) is continuous
and ρ(a) = f−1(G(A)).

2. Let φ ∈ A∗ and a ∈ A. Define g : ρ(a)→ C by

g(λ) = φ((λ.1− a)−1).

Then g is analytic in ρ(a).

Theorem 2 (Gelfand-Mazur Theorem). Every Banach division algebra A is isometri-
cally isomorphic to C.

Proof. If a ∈ A, then σ(a) 6= ∅. Let λ ∈ σ(a). Thus, λ.1 − a /∈ G(A) and A\{0} =
G(A). Hence, λ.1 − a = 0 i.e. λ.1 = a. Define f : C → A by f(λ) = λ.1. Then, f is
isometrically isomorphism.

Proposition 3. Let A be a unital Banach algebra and a, b ∈ A. Then 1 − ab ∈
G(A) ⇐⇒ 1− ba ∈ G(A).

Proof. Let (1−ab) ∈ G(A). Let c = 1+b(1−ab)−1a, then c(1−ba) = 1 = (1−ba)c.

Corollary 2. Let A be a unital Banach algebra and a, b ∈ A. Then σ(ab)\{0} =
σ(ba)\{0}.

Definition 10 (Spectral Radius). Let A be a unital Banach algebra and a ∈ A. Then the
spectral radius of a is defined by r(a) := sup{|λ| : λ ∈ σ(a)}.

From Remark 6, it follows that 0 ≤ r(a) ≤ ||a‖.

Example 6. 1. Let A = C(K) and f ∈ A. Then r(f) = sup{|λ| : λ ∈ range(f)} =
||f ||∞.

2. Let T ∈ B(H) be normal. Then r(T ) = sup{|λ| : λ ∈ σ(T )} = ||T ||.
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3. Let A = Mn(C). Let A =

[
0 1
0 0

]
. Since A is nilpotent, σ(A) = {0} and hence

r(A) = 0. But ||A|| = 1.

4. Let A = C
′
[0, 1] and f ∈ A. Define ||f || = ||f ||∞ + ||f ′ ||∞. Let g : [0, 1]→ C be

the inclusion map. Then r(g) = 1 and ||g|| = 2. -

Proposition 4. Let A be a unital Banach algebra and a ∈ A.Then,

1. If a ∈ G(A), then σ(a−1) = {λ−1 : λ ∈ σ(a)}.

2. σ(a+ 1) = {λ+ 1 : λ ∈ σ(a)}.

3. σ(a2) = (σ(a))2 = {λ2 : λ ∈ σ(a)}.

4. r(an) = (r(a))n,∀ n ∈ N.

5. If p is a polynomial with complex coefficients, then σ(p(a)) = p(σ(a)) = {p(λ) :
λ ∈ σ(a)}.

6. r(ab) = r(ba), where b ∈ A.

Theorem 3 (Gelfand spectral radius formula: Beurling’s proof). Let A be a complex
unital Banach algebra and a ∈ A. Then r(a) = lim

n→∞
||an||

1
n .

Proof. Let λ ∈ σ(a). Then λn ∈ σ(an). Then, |λn| ≤ r(an) ≤ ||an||. This implies,
|λ| ≤ ||an|| 1n . Hence, r(a) ≤ lim inf ||an|| 1n . Let 4 := {λ ∈ C : |λ| < 1

r(a)
}. Suppose,

λ ∈ 4. Then 1− λa ∈ G(A).
Suppose φ ∈ A∗. Define, f : 4 → C by f(λ) = φ((1 − λa)−1). Then f is analytic

in 4 and hence f has Maclaurian series expansion, f(λ) =
∑∞

n=0 αnλ
n. For |λ| <

||a||−1 < (r(a))−1, (1 − λa) ∈ G(A). This implies, (1 − λa)−1 =
∑∞

n=0 λ
nan. Thus,

f(λ) =
∑∞

n=0 φ(an)λn.
On comparing, αn = φ(an), for all n ≥ 0. Hence the sequence (φ(anλn)) converging

to 0, for each λ ∈ 4, therefore it is bounded and this is hold for all φ ∈ A∗, by the
uniform boundedness theorem λnan is a bounded sequence. Hence, there exist M > 0
such that ||λnan|| ≤ M, for all n > 0, Therefore ||an|| 1n ≤ M1/n/|λ|, for λ 6= 0. This
implies

lim sup ||an||
1
n ≤ 1/|λ| < r(a).

Therefore, r(a) = lim
n→∞

||an||
1
n .

1.2 The Gelfand Map
Definition 11 (Multiplicative Functionals). Let A be a unital Banach algebra and φ ∈
A∗, then φ is multiplicative functional, if φ(ab) = φ(a)φ(b),∀a, b ∈ A.

If φ is non-zero, then φ(1) = 1.
The set of all multiplicative functionals on A is denoted byMA.
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Example 7. 1. Let A = C(K), where K is compact Hausdorff space. Let x ∈ K.
Define, φx : A → C by φx(f) = f(x). Then φx is multiplicative. Infact, we can
show that all multiplicative linear functionals on C(K) are of this form only.

2. For A = Mn(C),MA = ∅. Because, the trace is the only linear functional on
Mn(C). But this is not multiplicative. Hence A has no multiplicative linear func-
tional.

Proposition 5. Let φ ∈MA. Then ||φ|| = 1.

Proof. Since φ(1) = 1, ||φ|| ≥ |φ(1)| = 1. Thus ||φ|| ≥ 1. Suppose, ||φ|| > 1. Then
there exist a1 ∈ A with ||a1|| = 1 and |φ(a1)| > 1. Let a = a1 − φ(a1). Then φ(a1) = 0
and || a1

φ(a1)
|| < 1. Thus, 1− a1

φ(a1)
∈ G(A), implies that a ∈ G(A). Hence, kerφ contains

invertible elements, which is a contradiction. Thus ||φ|| = 1.
This shows, φ is continuous on A.

Proposition 6. MA is compact and Hausdorff subset of A∗.

Recall that if X is a Banach space and f : X → C be linear, then f ∈ X∗ if and only
if ker(f) is closed . In this case, X/ ker(f) ∼= C. We have a similar kind of result for
multiplicative functionals on a Banach algebra.

Proposition 7. Let A be unital commutative Banach algebra. Then, there is a one-one
correspondence betweenMA and the maximal ideals of A.

Remark 7. If A is non commutative, then MA may be trivial. For example A =
Mn(C), n ≥ 2 has no non trivial ideals and hence no multiplicative functionals on it.
But if the Banach algebra is commutative, then it has non trivial maximal ideals and
hence non zero multiplicative functionals.

Now, the following theorem characterizes all the multiplicative functionals on com-
plex Banach algebras.

Theorem 4 (Gleason-Kahane-Zelazko Theorem). Let A be unital Banach algebra and
φ ∈ A∗. Then φ ∈MA iff φ(1) = 1, and φ(a) 6= 0 for all a ∈ G(A).

Definition 12 (Gelfand Map). Let A be unital Banach algebra. Then, Γ : A → C(MA)
defined by, Γ(a)(φ) = φ(a), for all φ ∈ A is called Gelfand map.

Now, we discuss the properties of Gelfand map.

Proposition 8. Let Γ be the Gelfand map defined on a unital commutative Banach alge-
bra A. Then

1. Γ is linear.

2. Γ is multiplicative.

3. Γ is bounded and ||Γ|| = sup{||Γa||∞ : a ∈ A, ||a|| ≤ 1} ≤ 1.

4. Γ(1) = 1.
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5. Γ maps invertible elements of A into the invertible elements of C(MA).

6. Γ preserves spectrum, i.e. σ(a) = σ(Γa). And r(a) = ||Γa||∞.

Theorem 5 (Spectral Mapping Theorem). Let A be a unital Banach algebra, x ∈ A. If
f(z) is analytic in a neighbourhood of D, then

σ(f(x)) = f(σ(x)) = {f(λ) : λ ∈ σ(x)}.



20 CHAPTER 1. BASICS OF BANACH ALGEBRAS



Chapter 2

C∗-Algebras

This chapter begins with the study of C∗-algebras. As Hilbert spaces has rich struc-
ture compared with general Banach spaces, the same is true for the C∗-algebras as com-
pared with Banach algebras. The main results of this chapter are the Gelfand-Naimark
Representation Theorem for CommutativeC∗-algebras and Gelfand-Naimark-Segal Rep-
resentation Theorem for non-commutative C∗-algebras.

2.1 C∗-algebras
Definition 13 (∗-algebra). A complex algebra A together with involution operation ∗ :
A → A maps a 7→ a∗, forms an ∗-algebra, if

1. (a+ b)∗ = a∗ + b∗,∀ a, b ∈ A.

2. (αa)∗ = αa∗,∀ α ∈ C, a ∈ A.

3. (ab)∗ = b∗a∗,∀ a, b ∈ A.

4. (a∗)∗ = a,∀ a ∈ A.

The element a∗ is called the adjoint of a.

Definition 14 (C∗-Algebra). Let A be a ∗ algebra which is also a normed algebra. If
norm on A satifies C∗-condition:

||a∗a|| = ||a||2,∀ a ∈ A,

then it is called C∗-norm. If with C∗−norm A is complete, then A is called C∗-Algebra.

Definition 15 (C∗-subalgebra). A closed subalgebra of a C∗-algbera which is closed
under involution is called C∗-subalgebra.

Properties 1. Let A be a C∗-algebra, then

1. ∗ is an isometry, i.e. ‖x∗‖ = ‖x‖, for all x ∈ A.

Proof. For every x ∈ A, ||x||2 = ||xx∗|| ≤ ||x||.||x∗||. This implies, ||x|| ≤ ||x∗||.
Replace x by x∗, we get ||x∗|| ≤ ||x|| and hence ||x|| = ||x∗||.

21
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2. 1∗ = 1, where 1 is the multiplicative unit in A.

Proof. For every x ∈ A, 1∗x = (x∗1)∗ = (x∗)∗ = x, and x1∗ = (1x∗)∗ = (x∗)∗ =
x. But uniqueness of the unit in an algebra implies 1∗ = 1.

3. x ∈ G(A) iff x∗ ∈ G(A) and (x∗)−1 = (x−1)∗.

Proof. Let x ∈ G(A). Then x∗(x−1)∗ = (x−1x)∗ = 1∗ = 1 and (x−1)∗x∗ = 1.
This implies, x∗ ∈ G(A) and (x∗)−1 = (x−1)∗.
Similarly, we can show that if x∗ is invertible, then x is invertible.

4. σ(x∗) = σ(x) = {λ : λ ∈ σ(x)}, and r(x∗) = r(x).

Proof. Let λ ∈ σ(x). Then λ.1 − x /∈ G(A). From (3), λ.1 − x∗ = (λ.1 − x∗) /∈
G(A). Hence, λ ∈ σ(x∗) and σ(x) ⊆ σ(x∗). Similarly, we can prove that σ(x∗) ⊆
σ(x).

Finally, we have r(x∗) = sup{|λ| : λ ∈ σ(x∗)} = sup{|λ| : λ ∈ σ(x)} =
r(x).

Example 8. 1. Let A = C with z∗ = z is a C∗−algebra.

2. Let A = C(K), where K is compact Hausdorff space. Clearly, C(K) is commu-
tative unital Banach algebra w.r.t pointwise addition, multiplication and sup norm.
If we define f ∗ = f, then C(K) is commutative C∗-algebra. In fact, we will see
later that every commuattive C∗-algebra is in this form only.

3. Let A = B(H) with the adjoint operation as an involution is a C∗-algebra. Later,
we will see every C∗-algebra can be thought as a C∗-subalgebra of B(H).

4. A = C
′
[0, 1] with ||f || = ||f ||∞ + ||f ′||∞ is Banach algebra. But it is not C∗-

algebra w.r.t f ∗(z) = f(z). Because f(z) = z is not closed under involution.

Definition 16. Suppose A is a C∗-algebra and x ∈ A. Then,

1. x is self-adjoint if x∗ = x.

2. x is unitary if x∗x = xx∗ = 1, or equivalently x∗ = x−1.

3. x is normal if xx∗ = x∗x.

4. x is positive if x = y∗y for some y ∈ A.

5. x is a projection if x∗ = x = x2.

Remark 8. 1. Projection =⇒ positive =⇒ self-adjoint =⇒ normal.

2. Unitary =⇒ Normal.

3. We write x ≥ 0 iff x is positive.

4. Every unitary element is a unit vector.
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5. A subset of a C∗-algebra is said to be self-adjoint if it contains all the adjoints of
its elements.

6. Every element in a C∗-algebra can be uniquely written as a x1 + ix2, where x1 =
x+x∗

2
and x2 = x−x∗

2i
are self adjoint elements.

Theorem 6 (Spectral Radius Formula). If x is normal inC∗-algebraA, then r(x) = ||x||.

Proof. First assume that x is self-adjoint i.e. x = x∗. In this case,

||x2|| = ||xx∗|| = ||x||2.

Then by Induction, ||x2n|| = ||x||2n , n ∈ N. By the Spectral Radius formula, r(x) =

lim
n→∞

||x2n|| 1
2n = ||x||.

Now, assume x is normal. In this case,

r(x)2 ≤ ||x||2 = ||xx∗|| = r(xx∗) = lim
n→∞

||(xx∗)n||
1
n

≤ lim
n→∞

(||(x∗)n||
1
n ||xn||

1
n ) = r(x∗)r(x) = (r(x))2.

This implies r(x) = ||x||.

Consequences:

1. In C∗-algebra, the spectrum of a normal element contains at least one point on the
circle |z| = ||x||.

2. If x is normal and xn = 0, then x = 0.

3. There is atmost one norm on the ∗-algebra which make it as a C∗-algebra.

Proof. Let || · ||1 and || · ||2 be two norms on a ∗-algebra making it a C∗-algebra.
Then

||a||12 = ||aa∗||1 = r(aa∗) = sup{|λ| : λ ∈ σ(aa∗)} = ||aa∗||2 = ||a||22

Thus, ||a||1 = ||a||2, for all a ∈ A. Hence || · ||1 = || · ||2.

Proposition 9. Suppose x is in C∗-algebra A.

1. If x is unitary, then σ(x) ⊂ {z ∈ C | |z| = 1}.

2. If x is self-adjoint, then σ(x) ⊂ R.

3. If x is projection and x 6= {0, 1}, then σ(x) = {0, 1}.

Proof. 1. Since x is unitary, x is normal and r(x) = ||x|| = 1. Hence,

σ(x) ⊂ {λ ∈ C | |λ| ≤ 1}.

Now, σ(x∗) = σ(x−1) = {λ−1 ∈ C | λ ∈ σ(x)} ⊂ {λ ∈ C | |λ| ≥ 1}
Since, σ(x∗) = σ(x), this implies that σ(x) ⊂ {λ ∈ C | |λ| ≥ 1}.
Hence σ(x) ⊂ {λ ∈ C | |λ| = 1}.
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2. Let x is self-adjoint and y = exp(ix). By the power series multiplication, yy∗ =
y∗y = 1, so y is unitary. So, σ(y) ⊂ {z ∈ C | |z| = 1} and by the spectral mapping
theorem, σ(y) = {exp(iλ) : λ ∈ σ(x)}. This clearly implies that σ(x) ⊂ R.

3. Since, x is a projection, so x = x∗, implies that σ(x) ⊂ R.
Now, σ(x − x2) = {λ − λ2 : λ ∈ σ(x)} and σ(0) = 0, implies that σ(x) =
{0, 1}.

2.2 Commutative C∗-algebras
Let A be a C∗-algebra. If A is commutative ring, then A is called commuatative C∗-

algebra. For example, C(K) is commuattive C∗-algebra, where K is compact Hausdorff
space. In this section, we will show that every commutative C∗-algebra is isometrically
isomorphic to C(K) for some suitable compact Hausdorff space K. This result is called
the Gelfand Naimark Representation of Commutative C∗-algebras.

Definition 17. LetA andB be twoC∗-algebras, then Φ : A → B is called aC∗−homomorphism,
if

1. Φ(αx+ βy) = αΦ(x) + βΦ(x), for all x, y ∈ A and α, β ∈ C.

2. Φ(xy) = Φ(x)Φ(y), for all x, y ∈ A.

3. Φ(x∗) = Φ(x)∗, for all x ∈ A.

4. If 1A ∈ A and 1B ∈ B, then Φ(1A) = 1B.

If Φ is 1-1, then Φ is a C∗−isomorphism. Two C∗−algebras are C∗−isomorphic if there
exists a C∗−isomorphism from one onto the other.

Remark 9. If Φ is a C∗−homomorphism, then ker(Φ) is self-adjoint ideal in A and
Φ(A) is a C∗-subalgebra of B.

Example 9. 1. Let A be a C∗-algebra and u ∈ A be unitary. Define, Φ : A → A by
Φ(x) = uxu∗. Then Φ is C∗-homorphism.

2. The Gelfand map is a C∗-isomorphism.

3. Let A = B(H) and B = M2(B(H)). Suppose (Tij)
∗ = (T ∗ji), so B forms an

∗-algebra. Define Φ : A → B by

Φ(T ) =

(
T 0
0 T.

)
Then Φ is C∗-homomorphism.

Proposition 10. Let A and B be two unital Banach algebras, Φ : A → B be a homo-
morphism with Φ(1A) = 1B. Then

1. a ∈ G(A) implies Φ(a) ∈ G(B).
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2. If Φ is an onto isomorphism, then the converse of (1) also holds.

Corollary 3. LetA andB be two unitalC∗-algebras and Φ : A → B beC∗-homorphism.
Then for all x ∈ A, σ(Φ(x)) ⊂ σ(x) and ||Φ(x)|| ≤ ||x|| (i.e. Φ is a contraction).

Proof. Let x ∈ A and λ ∈ σ(Φ(x)). That is λ.1B −Φ(x) /∈ G(B), hence Φ(λ.1A− x) /∈
G(B). From Proposition 2.2.4, we have λ.1A − x /∈ G(A). Hence λ ∈ σ(x). Thus
σ(Φ(x)) ⊂ σ(x). Hence

||x||2 = ||xx∗|| = r(xx∗) ≥ r(Φ(xx∗)) = r((Φ(x)∗Φ(x)) = ||Φ(x)∗Φ(x)|| = ||Φ(x)||2.

Hence ||x|| ≥ ||Φ(x)||.

Note 1. 1. Since, ||Φ|| ≤ 1, therefore Φ is bounded, hence continuous.

2. Φ is contractive.

3. If Φ : A → C, then Φ is multiplicative functional and ||Φ|| = 1.

Corollary 4. Let Φ : A → B be an onto C∗-isomorphism. Then σ(Φ(x)) = σ(x) and
||Φ(x)|| = ||x||, ∀ x ∈ A.

Proof. This is because Φ−1 is also a C∗-isomorphism.

In fact, we will prove later that this corollary also holds when Φ is only a C∗-
homorphism from A into B.

We shall now completely determine the commutative C∗-algebras using the Gelfand
map. This result can be thought of as a preliminary form of the Spectral Theorem. It
allows us to construct the functional calculus, a very useful tool in the analysis of non-
commutative C∗-algebras.

Theorem 7 (Stone-Weierstrass Theorem:Complex Version). Let K be a compact Haus-
dorff space and let A be a closed self-adjoint subalgebra of C(K,C) which contains the
constant functions and separates the points of K. Then A = C(K).

Theorem 8 (Gelfand-Naimark Representation Theorem). Every commutativeC∗-algebra
is C∗-isomorphic to C(K) for some compact Hausdorff space K. Specifically, for a
commutative C∗-algebra A, the Gelfand transform is a C∗-isomorphism from A onto
C(MA).

Proof. Let A be a commutative C∗-algebra. As we know, for a commuative Banach
algebra A,MA 6= ∅, hence C(MA) 6= {0}.

Let Γ : A → C(MA) by Γ(a)(φ) = φ(a) be the Gelfand transform. We know that
Γ is an algebraic homomorphism. We need to show that Γ is 1-1, onto and preserves the
involutions.

Let x ∈ A, then x = x1 + ix2, where x1 = (x+x∗

2i
) and x2 = (x−x

∗

2
). Clearly, x1

and x2 are self-adjoint and x∗ = x1 − ix2. And, for k = 1, 2; we have range(Γ(xk)) =
σ(Γ(xk)) = σ(xk) ⊂ R. Thus, Γ(x1) and Γ(x2) are real valued functions in C(MA).
Therefore, Γ(x∗) = Γ(x1 − ix2) = Γ(x1) − iΓ(x2) = Γ(x1 + ix2) = (Γ(x))∗, so Γ
preserves the involutions.
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By the spectral radius formula for normal elements,

||Γ(x)||2∞ = ||Γ(x).Γ(x)∗||∞ = ||Γ(xx∗)||∞ = r(xx∗) = ||xx∗|| = ||x||2,

implying Γ is an isometry, hence Γ is one-one and range(Γ(x)) is closed subalgebra of
C(MA).

Since, Γ(1A) = 1, C(MA) contain constant functions. Let φ1, φ2 ∈MA be such that
φ1 6= φ2 i.e. there exist a ∈ A such that φ1(a) 6= φ2(a). It means Γ(a)(φ1) 6= Γ(a)(φ2).
Thus, there exist a non-zero continuous function Γ(a) ∈ C(MA) such that it separates
φ1 and φ2 inMA. So, by the Stone-Weierstrass theorem, Γ is onto.

So, this theorem says that the study of commutative C∗-algebras is equivalent to the
study of their maximal ideal spaces. Hence the commutative C∗-algebra theory is the
theory of commutative topology.

Proposition 11. Suppose B is a unital C∗-subalgebra of a C∗-algebra A. Let 1A = 1B
and x ∈ B. Then σA(x) = σB(x).

2.3 The Spectral Theorem and Applications
Let A be a C∗-algebra and S ⊂ A. The C∗-algebra generated by S, denoted by

A[S], is the smallest C∗-subalgebra of A containing S. It is the intersection of all C∗-
subalgebras of A containg S. In particular, A[x] is the C∗-subalgebra generated by x, x∗

and 1 and it is equal to span{p(x, x∗)}, where p is a polynomial in two variables.

Proposition 12. 1. If x is normal in a C∗-algebra A, then A[x] is commutative.

2. Let y ∈ A. Then y ∈ A[x] iff y can be approximated in norm by polynomials in x
and x∗.

Proof. 1. Since, every element ofA[x] is linear combinations of polynomials in x, x∗

and (xn)∗ = (x∗)n, xm(x∗)n = (x∗)nxm, for every m,n ∈ N. So, we can easily
show that A[x] is commutative.

2. Follows by the definition of A[x].

Now we will prove the spectral theorem for a normal element in C∗-algebra. It says
that the maximal ideal space of A[x] is homeomorphic to σ(x).

Theorem 9 (The Spectral Theorem). Let A be a C∗-algebra and x ∈ A be a normal
element. Then the maximal ideal space of A[x] is homeomorphic to σ(x). Moreover, the
Gelfand transform Γ on A[x] has the property that

Γ(p(x, x∗)) = p(z, z)

for every polynomial p of two variables.
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Proof. LetM be the maximal ideal space ofA[x] and Γ : A[x]→ C(M) be the Gelfand
transform. Since, x is normal, so A[x] is commutative. Hence A[x] is isomorphic to
C(M), by the Gelfand-Naimark theorem.

Now define, Φ :M→ σ(x) by

Φ(ϕ) = Γ(x)(ϕ) = ϕ(x).

Clearly, ϕ(x) ∈ σ(x) because ϕ(x) ∈ range(Γ(x)) = σ(Γ(x)) = σA[x](x) = σ(x), from
corolarry 2.2.7. And, we can see that Φ is well-defined.

Let λ ∈ σ(x) = range(Γ(x)). Then there exist ϕ ∈ M such that λ = ϕ(x) and
Φ(ϕ) = λ. Hence, Φ is surjective.

Suppose, Φ(ϕ1) = Φ(ϕ2) or ϕ1(x) = ϕ2(x). We Claim that ϕ1 = ϕ2 inM. Since,
for k = 1, 2

ϕk(x
∗) = Γ(x∗)(ϕk) = Γ(x)(ϕk) = ϕk(x) = (ϕk(x))∗.

We have ϕ1(x∗) = ϕ2(x∗) and ϕ1(p(x, x∗)) = ϕ2(p(x, x∗)). This shows that ϕ1 = ϕ2 on
a dense subspace. So, Φ is injective.

If ϕα → ϕ inM, then ϕα(y) → ϕ(y) for every y ∈ A[x]. In particular, ϕα(x) →
ϕ(x). Thus Φ(ϕα) → Φ(ϕ) and Φ is continuous. Being a bijection continuous func-
tion from a compact Hausdorff space to another compact Hausdorff space, Φ must be a
homeomorphism.

Since, A[x]
Γ→ C(M)

η→ c(σ(x)) by

η ◦ Γ(x) = Γx ◦ Φ−1,

where Γx ◦Φ−1 : σ(x)→ C satisfies Γx ◦Φ−1(ϕ(x)) = ϕ(x). Thus η ◦ Γ(x)(z) = z for
all z ∈ σ(x) and η◦Γ(x∗)(z) = z. Since η◦Γ isC∗-homomorphism, η◦Γ(p(x, x∗))(z) =
p(z, z) for every polynomial p of two variables.

Since, for a normal element, we can identify the maximal ideal space of A[x] with
σ(x). Under the appropriate composition map, this identification the Gelfand transform
become

Γ : A[x]→ C(σ(x))

is a surjective C∗-isomorphism. This allows us to define f(x) for every function f ∈
C(σ(x)).

Definition 18 (The Continuous Functional Calculus). Suppose x is normal in a C∗-
algebra A. For every f ∈ C(σ(x)) we define

f(x) = Γ−1(f).

The mapping f 7→ f(x) from C(σ(x)) onto A[x] is called the continuous functional
calculus for x.

In the following theorem, we list some of the basic properties of the continuous func-
tional calculus.

Theorem 10. Suppose x is normal in a C∗-algebra A. The continuous functional calcu-
lus for x has the following properties:
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1. f 7→ f(x) is a C∗-isomorphism from C(σ(x)) onto A[x].

2. If f(z) = p(z, z), then f(x) = p(x, x∗). In particular, if f(z) = z is the identity
function on σ(x), we have f(x) = x.

Proof. Proof of (1) and (2) are trivial from the spectral theorem.

3. σ(f(x)) = f(σ(x)), for all f ∈ C(σ(x)).

Proof. Since, Γ−1 is C∗-isomorphism, therefore

σ(f(x)) = σ(f) = range(f) = f(σ(x)).

4. If Φ : A[x]→ B is a C∗-homomorphism, then

Φ(f(x)) = f(Φ(x))

for all f ∈ C(σ(x)).

2.3.1 The continuous functional calculus
Now, we will derive some consequences of the spectral theorem and the continuous

functional calculus for the normal elements in a C∗-algebra.

Theorem 11. Suppose x is normal in a C∗-algebra A. Then

1. x is self-adjoint iff σ(x) ⊂ R.

Proof. If x is self-adjoint, we already proved that σ(x) ⊂ R. Conversly, let σ(x) ⊂
R and f(t) = t, for all t ∈ σ(x). Then the inverse image of f under the continuous
functional calculus is f(x) = x. Since, f is real-valued, therefore f(t) = t = f(t)
and it’s inverse image is f ∗(x) = x∗. Therefore x = x∗.

2. x is unitary iff σ(x) ⊂ ∂D.

Proof. We already proved that in first section that if x is unitary, then σ(x) ⊂ ∂D.
Conversly, assume σ(x) ⊂ ∂D and f(t) = t, for all t ∈ σ(x). This implies f(t) = t
and inverse image of f and f are f(x) = x and f ∗(x) = x∗ respectively. Since,
f(t)f(t) = tt = |t|2 = 1, therfore, xx∗ = 1 and x∗x = 1. Hence x is unitary.

3. x is a projection iff σ(x) ⊂ {0, 1}.

Proof. Forward implication, we proved in first section. Now assume σ(x) ⊂
{0, 1}. Clearly, x = x∗ from (1). Now let f(t) = t, for all t ∈ σ(x). This im-
plies f 2(t) = t = f(t), so from continuous function calculus x2 = x, hence x is
projection.
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Example 10. LetA = B(H) and z ∈ C. Define T : H → H by Tx = zx, for all x ∈ H.
Clearly, T ∗x = zx, T is normal in B(H) and σ(T ) = {z}. Then

1. T is self-adjoint iff z ∈ R.

2. T is unitary iff |z| = 1.

3. T is positive iff z ∈ R+.

4. T is projection iff z ∈ {0, 1}.

5. For z ∈ C such that imaginary part of z 6= 0, then T is normal but not self-adjoint.

6. If z ∈ R−, then T is self-adjoint but not positive.

As we know, for every positive real number, there exist a unique positive square root.
Similarly, in a C∗-algebra A, positive element has unique positive square root in A.

Theorem 12. Let A be a C∗-algebra and x ∈ A such that x ≥ 0. There exists a unique
positive y ∈ A such that y2 = x.

Proof. Since, x is positive, therefore σ(x) ⊂ R+.Define, f(t) =
√
t, for all t ∈ σ(x). So,

it’s inverse image is f(x) =
√
x = y (say,) and f 2(t) = t. Therefore by the continuous

functional calculus, y2 = x and σ(y) = {
√
λ : λ ∈ σ(x)} ⊂ R+, implies y ≥ 0.

To prove the uniqueness of y, let there exist positive y1 ∈ A such that y2
1 = x.

We claim that y1 = y. Let (pn) be a sequence of polynolmials converging uniformly to
f(t) =

√
t on σ(x). Let qn(t) = pn(t2). Since, σ(y1) ⊂ R+ and

σ(x) = σ(y2
1) = {t2 : t ∈ σ(y1)},

we have
lim
n→∞

qn(t) = lim
n→∞

pn(t2) = f(t2) = t,

for all t ∈ σ(y1). By the continuous functional calculus,

y1 = lim
n→∞

qn(y1) = lim
n→∞

pn(y2
1) = lim

n→∞
pn(x) = f(x) = y.

Therefore, y1 = y.

The positive element y in the theorem above is called the positive square root of x
and will be denoted by

√
x or x

1
2 . And, for every x ∈ A, define |x| :=

√
x∗x is called the

modulus of x. By the above theorem, it is clear that |x| ≥ 0, for all x ∈ A.

Theorem 13. Let A and B be two C∗-algebras and Φ : A → B be an injective C∗-
homomorphism, then for all x ∈ A, ||Φ(x)|| = ||x|| and σ(Φ(x)) = σ(x).

Proof. We first assume that x = x∗. It is clear that σ(Φ(x)) ⊆ σ(x). Assume that the
inclusion is strict that is σ(Φ(x)) ⊂ σ(x). Then by the Urysohn’s lemma, there exist
non-zero f ∈ C(σ(x)) such that f(t) = 0, for all t ∈ σ(Φ(x)). Then by the continuous
functional calculus, f(x) 6= 0 and Φ(f(x)) = f(Φ(x)) = 0, a contradiction to the fact
that Φ is injective. Thus σ(Φ(x)) = σ(x) and r(x) = r(Φ(x)). By the spectral radius
formula for normal elements, ||x|| = r(x) = r(Φ(x)) = ||Φ(x)|| (since, Φ(x) is also
normal).

For general x, we have ||x||2 = ||xx∗|| = ||Φ(xx∗)|| = ||Φ(x)||2.
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Above theorem shows that Φ is an isometry, hence range(Φ) is closed. But, in the
case of C∗-algebras, the image of any C∗-homomorphism is always closed.

Theorem 14. LetA and B be two C∗-algebras and Φ : A → B be a C∗-homomorphism,
then range(Φ) is closed in B.

Proof. Let y ∈ range(Φ) ⊂ B. Then there exist (xn) ⊂ A such that ||Φ(xn) − y|| → 0
as n→∞. We claim that there exist x ∈ A such that y = Φ(x). By expressing y and xn
in terms of their real and imaginary parts, we may as well assume that y and xn are all
self-adjoint. Passing to a subsequence if necessary, we may assume that

||Φ(xn+1)− Φ(xn)|| < 1

2n
, n ≥ 1.

Define, fn(t) =


1

2n
, t ≥ 1

2n

t, 1
2n
< t < 1

2n

− 1
2n
, t ≤ − 1

2n
.

Since Φ(xn+1) − Φ(xn) is self-adjoint and has norm less than 1
2n
, fn(t) = t, for all

t ∈ σ(Φ(xn+1)− Φ(xn)). So, by the continuous functional calculus,

Φ(xn+1)− Φ(xn) = fn(Φ(xn+1)− Φ(xn))

= fn(Φ(xn+1 − xn))

= Φ(fn(xn+1 − xn)).

Also by the continuous functional calculus,

||fn(xn+1 − xn)|| = sup{|f(t)| : t ∈ σ(xn+1 − xn)} ≤ 1

2n
.

And,
∞∑
n=1

||fn(xn+1 − xn)|| <
∞∑
n=1

1

2n
<∞.

This shows that
∑∞

n=1 fn(xn+1 − xn) is absolutely convergent and since A is complete,
we have

∑∞
n=1 fn(xn+1 − xn) is convergent.

Let

x = x1 +
∞∑
n=1

fn(xn+1 − xn).

Then x ∈ A and

Φ(x) = Φ(x1) +
∞∑
n=1

Φ(fn(xn+1 − xn))

= Φ(x1) +
∞∑
n=1

(Φ(xn+1)− Φ(xn))

= lim
n→∞

Φ(xn)

= y.

This completes the proof.
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Theorem 15 (Positive and Negative Parts of an Element). Suppose x is self-adjoint in a
C∗-algebra A. Then there exist unique self-adjoint elements x+ and x− in A such that

1. x = x+ − x−.

2. |x| = x+ + x−.

3. σ(x+), σ(x−) ⊂ R+.

4. x+x− = x−x+ = 0.

5. ||x|| = max{||x+||, ||x−||}.

Now we will show that a normal element in a C∗-algebra is positive if and only if its
spectrum is contained on R+.

Theorem 16. Suppose x is normal in a C∗-algebra A. Then x is positive if and only if
σ(x) ⊂ R+.

2.4 States
Definition 19. Suppose A is a C∗−algebra and ϕ ∈ A∗. Then

1. ϕ is Hermitian or self-adjoint, if for all x ∈ A, ϕ(x∗) = ϕ(x).

2. ϕ is positive, if ϕ(x) ≥ 0, whenever x ≥ 0.

3. ϕ is a state, if ϕ is positive and ϕ(1) = 1.

Proposition 13. Let ϕ be a linear functional on a C∗-algebraA. Then ϕ is Hermitian iff
ϕ(x) ∈ R for every self-adjoint x ∈ A..

Proof. If ϕ is Hermitian and x ∈ A be self-adjoint, then ϕ(x) = ϕ(x∗) = ϕ(x). Thus
ϕ(x) ∈ R.

Conversly, let for all self-adjoint x ∈ A, ϕ(x) ∈ R. Then ϕ(x∗) = ϕ(x1 − ix2) =
ϕ(x1)− iϕ(x2) = ϕ(x). Here x1 and x2 are self-adjoint, so ϕ(x1) and ϕ(x2) are real.

Proposition 14. Every positive linear functionals on a C∗-algebra is Hermitian.

Proof. Suppose ϕ is a positive linear functional on a C∗-algebra A and x is self-adjoint
inA. Since |x|+ x and |x| − x are positive inA by the continuous functional calculus, it
follows that

ϕ(|x|+ x) ≥ 0, ϕ(|x| − x) ≥ 0.

Hence
ϕ(x) =

1

2
(ϕ(|x|+ x)− ϕ(|x| − x)

is real, so that ϕ is Hermitian by Proposition 2.4.2.

Example 11. 1. Let A = Mn(C) and ϕ : A → C is given by ϕ(A) = 1
n
trace(A).

Then ϕ is state.
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2. Let A = B(H), where H is a Hilbert space and x ∈ H with ||x|| = 1. Define
ϕ : B(H)→ C by ϕ(A) = 〈Ax, x〉. Then ϕ is a state, called vector state.

3. LetA = C(K),whereK is comapct Hausdorff space. Let x ∈ K and ϕ : C(K)→
C is defined as ϕ(f) = f(x). Then ϕ is state.

4. Infact, by the Riesz representation theorem for bounded linear functional F on
C(K),

F (f) =

∫
K

f dµ, f ∈ C(K),

where µ is finite regular complex Borel measure on K. Then, F is positive.

Proposition 15. If ϕ is a Hermitian linear functional on a C∗-algebra A, then

||ϕ|| = sup{ϕ(x) : x∗ = x, ||x|| ≤ 1}.

Proposition 16. For every positive linear functional ϕ on a C∗-algebra A we have

|ϕ(x∗y)|2 ≤ ϕ(x∗x)ϕ(y∗y), x, y ∈ A.

Proof. Since, ϕ is a positive linear functional on A. Define

〈x, y〉 := ϕ(y∗x), for all x, y ∈ A,

defines a semi-inner product on the linear space A. The desired result is then a conse-
quence of the Cauchy-Schwarz inequality.

Theorem 17 (Characterization of Positivity). Suppose ϕ is a linear functional on a C∗-
algebra A. Then ϕ is positive iff ϕ is bounded with ||ϕ|| = ϕ(1).

Corollary 5. A linear functional on a C∗-algebra A is a state if and only if ||ϕ|| =
ϕ(1) = 1.

2.4.1 The State Space
First, we recall the notion of the weak and the weak-star topologies on a normed

linear space.

Definition 20. Let X be a set and F be a family of functions from X into a topological
space Y. The weak topology on X induced by F is the smallest topology on X which
makes every function in F continuous. Thus a net (xα) in X converges to some x ∈ X
in this weak topology if and only if (f(xα)) converges to f(x) for every f ∈ F .

Definition 21 (Weak-Topology and Weak-star Topology). Let X be a Banach space and
X∗ be the Banach dual of X. By the weak topology on X , we mean the weak topology
induced by the family of a bounded linear functionals on X.
The weak-star topology (or W ∗−topology) is simply the weak topology on X∗ induced
by the family F = {fx : x ∈ X}, where fx : X∗ → C by fx(φ) = φ(x). Thus a net
(φα) ⊂ X∗ converges to φ ∈ X∗ inW ∗−topology iff (φα(x)) converges to φ(x) for every
x ∈ X.



2.4. STATES 33

Remark 10. If X is a Banach space, then both the weak topology on X and weak-star
topology on X∗ are Hausdorff.

Theorem 18 (Banach Alaoglu’s Theorem). Suppose X is a Banach space and X∗ is its
dual. Let (X∗)1 be the closed unit ball inX∗. Then (X∗)1 is compact in theW ∗−topology.

Now, let A be a C∗-algebra, the S(A) denote the space of all the states on A. We
topologize S(A) with the weak-star topology inherited from A∗ and S(A) is a subset of
closed unit ball in A∗. Now, we will prove that the state space is always non-empty.

Theorem 19. Let A be a C∗-algebra and x ∈ A. Then for every λ ∈ σ(x), there exist
ϕ ∈ S(A) such that ϕ(x) = λ.

Proof. Let x ∈ A and λ ∈ σ(x). Consider

M = {ax+ b1 : a, b ∈ C}.

Then M is a subspace of A. Define ϕ0 : M → C by

ϕ0(ax+ b1) = aλ+ b.

Clearly, ϕ0 is linear with ϕ0(x) = λ, ϕ0(1) = 1.
For a, b ∈ C, |aλ+ b| ≤ r(ax+ b1) ≤ ||ax+ b1||. Therefore

||ϕ0|| = sup{|ϕ0(ax+ b1)| : ||ax+ b1|| ≤ 1} = 1.

So, by Hahn-Banach Extension theorem, ϕ0 extends to a bounded linear functional ϕ
on A with ||ϕ|| = 1. Thus the linear functional ϕ satifies ϕ(x) = λ and is a state from
Corollary(5).

Proposition 17. S(A) is a convex, compact and Hausdorff space.

Proof. Let ϕ1, ϕ2 ∈ S(A), t ∈ (0, 1, ) and ϕ = tϕ1 + (1− t)ϕ2. Clearly, ϕ is linear and

sup{|ϕ(x)| : ||x|| = 1} = sup{|tϕ1(x)|+ (1− t)ϕ2(x) ; ||x|| = 1}
≤ t||ϕ1||+ (1− t)||ϕ2|| = 1.

Thus, ||ϕ|| ≤ 1. Also ϕ(1) = 1 which implies ||ϕ|| = ϕ(1) = 1, this shows that
ϕ ∈ S(A) and hence S(A) is convex.
Clearly, S(A) is Hausdorff and

S(A) = {ϕ ∈ (A∗)1 : ϕ(x) ≥ 0, x ≥ 0, ϕ(1) = 1}

is closed in (A∗)1. So, S(A) must be compact in the weak star topology.

The following theorem shows that the state space on a C∗-algebra is not only non-
empty, it is also large enough to reveal many properties of an element in the algebra.

Theorem 20. Let A be a C∗-algebra and x ∈ A. Then

1. x = 0 iff ϕ(x) = 0 for all ϕ ∈ S(A).

2. x = x∗ iff ϕ(x) ∈ R for all ϕ ∈ S(A).

3. x ≥ 0 iff ϕ(x) ≥ 0 for all ϕ ∈ S(A).

4. If x is normal, then ||x|| = |ϕ(x)| for some ϕ ∈ S(A).
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2.4.2 Pure States
First we recall the Krein-Milman theorem

Definition 22. A vector space X together with a Hausdorff topology such that the vec-
tor addition and scalar multiplication are both continuous is called topologiacal vector
space.

A topological vector space X is called locally convex if the origin of X has a local
base whose elements are convex.

Definition 23. Suppose X is a locally convex topological vector space and S is a convex
subset of X. Then x ∈ S is called an extreme point of S if x cannot be written as
x = tx1 + (1− t)x2, with t ∈ (0, 1) and x1, x2 are different points in S.

The following theorem assures the existence of extreme points for compact convex
subsets of a locally conves space.

Theorem 21 (Krein-Milman’s Theorem). Let S be a compact convex set in a locally
convex space X. Then the set E of extreme points of S is non-empty and S is the closed
convex hull of E i.e. S is closure of the set {

∑n
i=1 aixi : xi ∈ E, ai ≥ 0,

∑n
i=1 ai =

1, n ∈ N}.

Since A∗ is locally convex space and the state space S(A) is convex and weak-star
compact subset, then by Krein-Milman’s theorem S(A) has extreme points and it is the
weak-star closed convex hull of the set P (A) of its extreme points. Elements of P (A)
are called Pure states of A.

The following result shows that the set of pure states of a C∗-algebra is also suffi-
ciently large enough to describe the C∗-algbera.

Theorem 22. Let A be a C∗-algebra and x ∈ A, then

1. x = 0 iff ϕ(x) = 0 for all ϕ ∈ P (A).

2. x = x∗ iff ϕ(x) ∈ R for all ϕ ∈ P (A).

3. x ≥ 0 iff ϕ(x) ≥ 0 for all ϕ ∈ P (A).

4. If x is normal, then ||x|| = |ϕ(x)| for some ϕ ∈ P (A).

2.5 The G-N-S Construction
In this section we will show that everyC∗-algebra isC∗-isomorphic to aC∗-subalgebra

ofB(H) for some Hilbert spaceH. The proof is constructive. This construction is usually
called the G-N-S (standing for Gelfand, Neumark, and Segal) construction.

Proposition 18. Let A be a C∗-algebra and ϕ ∈ S(A). Let

Lϕ = {x ∈ A : ϕ(x∗x) = 0}.

Then Lϕ is a closed left ideal in A and ϕ(x∗y) = 0, whenever x or y is in Lϕ. Thus,
Lϕ = {x ∈ A : ϕ(x∗y) = 0, ∀ y ∈ A}.
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Proof. If x ∈ Lϕ then Proposition 2.4.6 implies that ϕ(x∗y) = 0. From this we can con-
clude that Lϕ is subalgebra of A. Let y ∈ A, x ∈ Lϕ, then ϕ((yx)∗yx) = ϕ(x∗y∗yx) ≤
ϕ(x∗||y||.1x) = 0. This implies, yx ∈ Lϕ, hence Lϕ is a left ideal of A and it is easy to
check that Lϕ is closed in A.

Let x, y ∈ A, then x ∼ y iff x− y ∈ Lϕ. This is an equivalence relation and suppose
H◦ϕ = A/Lϕ is the quotient space and [x] represents the coset of x in H◦ϕ. Define an inner
product on H◦ϕ by

〈[x], [y]〉 = ϕ(y∗x), x, y ∈ A.

We can see that (H◦ϕ, 〈, 〉) forms an Inner Product Space. LetHϕ be the completion ofH◦ϕ
with respect to this inner product and H◦ϕ is dense in Hϕ. Now, we will define a bounded
linear tranformation on H◦ϕ.

Proposition 19. Let A be a C∗-algebra, ϕ ∈ S(A) and x ∈ A. Define Tx : H◦ϕ → H◦ϕ
by

Tx([y]) = [xy], y ∈ A.

Then Tx is well-defined bounded linear operator and extends on Hϕ with ||Tx|| ≤ ||x||.

Proof. Since Lϕ is left ideal, we can check that Tx is well-defined and linear. It remains
to show that ||Tx[y]|| ≤ ||x||||[y]||. So,

||Tx([y])||2 = ||[xy]||2 = 〈[xy], [xy]〉 = ϕ((xy)∗xy)

= ϕ(y∗x∗xy)

≤ ϕ(y∗||x||2.1y)

= ||x||2ϕ(y∗y)

= ||x||2||[y]||2.

Theorem 23. Let A be a C∗-algebra and ϕ ∈ S(A). Then the mapping Φϕ : A →
B(Hϕ) defined by Φϕ(x) = Tx, x ∈ A is a C∗-homomorphism.

Proof. For x1, x2, y ∈ A and a, b ∈ C. Then we have

Γax1+bx2([y]) = [ax1y + bx2y]

= a[x1y] + b[x2y]

= aΓx1([y]) + bΓx2([y]).

Since, H◦ϕ is dense in Hϕ, we have

Φ(ax1 + bx2) = aΦ(x1) + bΦ(x2),

so that Φ is linear. Similarly,

Γx1x2([y]) = [x1x2y] = Γx1([x2y]) = Γx1Γx2([y]),

implies that
Φ(x1x2) = Φ(x1)Φ(x2),
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so that Φ is multiplicative. It is clear that Φ(1) = 1. For y1, y2 and x ∈ A we have

〈Tx∗([y1]), [y2]〉 = ϕ(y∗2x
∗y1)

= ϕ((xy2)∗y1)

= 〈[y1], [xy2]〉
= 〈T ∗x ([y1]), [y2]〉

This shows that Φ(x∗) = Φ(x)∗.

2.5.1 Review on Direct Sums of Hilbert spaces
Suppose {Hα} is a family of Hilbert spaces, then

H = ⊕α∈ΛHα = {x = {xα}α∈Λ : ||x||2 =
∑
α∈Λ

||xα||2 <∞}.

Define an inner product on H as

〈x, y〉 =
∑
α∈Λ

〈xα, yα〉.

Suppose {Tα} is a family of bounded linear operators on Hα for each α ∈ Λ. Define

⊕α∈ΛTα : ⊕α∈ΛHα → ⊕α∈ΛHα

by
⊕α∈ΛTα({xα}) = {Tαxα}.

Then ⊕α∈ΛTα is linear on ⊕α∈HαHα with

|| ⊕α∈Λ Tα|| = sup{||Tα||Hα : α ∈ Λ}.

A representation of a C∗-algebra A is a pair (Hϕ,Φϕ) where Hϕ is a Hilbert space
and Φϕ : A → B(Hϕ) is a C∗-homomorphism. To define its universal represenattion,
we take the direct sum of all the representations (Hϕ,Φϕ), where ϕ ∈ S(A).

2.5.2 A Representation of C∗-algebras
Theorem 24 (Universal GNS Representation of C∗-algebras). Let A be a unital C∗-
algebra, then it has a faithful representation i.e. there exist a Hilbert space H such that
A is injective C∗-homomorphic to B(H).

Proof. Let S(A) be the state space and

H = ⊕ϕ∈S(A)Hϕ

and define Φ : A → B(H) by

Φ(x) = ⊕ϕ∈S(A)T
ϕ
x ,
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where Tϕx : Hϕ → Hϕ is defined by

Tϕx ([y]) = [xy], y ∈ A.

By Theorem (18) and the properties about direct sums of operators, the mapping Φ is a
C∗-homomorphism. Next we show that Φ is one-to-one.

Suppose Φ(x) = 0. Then Tϕx = 0 ∀ϕ ∈ S(A). It follows that Tϕx ([y]) = 0, y ∈
A ϕ ∈ S(A) i.e. [xy] = 0, y ∈ A ϕ ∈ S(A). This implies that xy ∈ Lϕ, or

ϕ((xy)∗(xy)) = 0, y ∈ A ϕ ∈ S(A).

By Theorem (15), we have (xy)∗(xy) = 0. This implies ||xy||2 = ||(xy)∗(xy)|| = 0, and
hence xy = 0, for all y ∈ A. In particular, xx∗ = 0. This implies x = 0. Therefore, Φ
is injective. This shows that A is C∗-isomorphic to range(Φ) which is C∗-subalgebra of
B(H).

Note 2. In proving Theorem (19) we do not need the whole state space S(A). It suffices
to use the space P (A) of pure states when forming the direct sum H .

Example 12. Let H be a Hilbert space and H(n) denote the orthogonal sum of n copies
of H. We can check that Mn(B(H)) and B(H(n)) forms ∗-algebras, where the involution
on Mn(B(H)) is given by (aij)

∗ = (a∗ji).

Define, Φ : Mn(B(H))→ B(H(n)) by

Φ(T )(x1, · · · , xn) = (
n∑
j=1

T1j(xj), · · · ,
n∑
j=1

Tnj(xj)),

where x = (x1, · · · , xn) ∈ H(n). Then Φ is ∗-isomorphism. We call Φ the canonical
∗-isomorphism of Mn(B(H)) onto B(H(n)). If v is an operator in B(H(n)) such that
Φ(u) = v, where u ∈ Mn(B(H)), we call u the operator matrix of v. We can define a
norm on Mn(B(H)) making it a C∗-algebra by setting ||u|| = ||Φ(u)||.
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Chapter 3

Positive Maps

Before turning our attention to Stinespring theorems, we begin with some results on
positive maps. Let A be a unital C∗−algebra and S is a subset of A, then define

S∗ := {a : a∗ ∈ S},

and we call S self-adjoint when S = S∗.

Definition 24 (Operator System). If S is a self-adjoint subspace of A containing 1, then
S is called an operator system.

First, let us discuss some examples of operator system:

Example 13. A unital C∗−algbera is an operator system.

Example 14. Let M be a subspace of A. Then S := M + M∗ + C.1 is an operator
system.

Example 15. Let H be an infinite dimensional Hilbert space. From example (13) B(H)
is an operator system. Consider K(H) := {T ∈ B(H) : T is compact} a subspace of
B(H). Since, 1 /∈ K(H), therefore K(H) is not an operator system.

Example 16. LetD := {z ∈ C : |z| < 1} andC(D) := {f : D → C|f is continuous onD}.
Clearly, C(D) is an operator system with f ∗(z) := f(z). Suppose, A(D) := {f : D →
C : f is analytic on D} is a closed subspace of C(D). and f(z) := z,∀z ∈ D. Then
f ∈ A(D) but f ∗ /∈ A(D). Therefore, A(D) is not an operator system.

Example 17. If f ∗(z) := f(z), then A(D) forms an operator system.

Note 3. Let S be an operator system and h be self-adjoint in S, then we can write h as
the difference of two positive elements in S, i.e.

h =
1

2
(||h||.1 + h)− 1

2
(||h||.1− h),

where 1
2
(||h||.1 + h), 1

2
(||h||.1− h) are positive in S.

Definition 25 (Positive Map). Suppose S is an operator system, B a C∗−algebra and
φ : S → B is a linear map, then φ is called a positive map, if it maps positive elements
of S to positive elements of B.

39
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Example 18. Let H be a Hilbert space and X ∈ B(H). Define φ : B(H)→ B(H) by

φ(T ) = X∗TX, for all T ∈ B(H).

Then φ is positive, since if T ≥ 0 in B(H), then 〈Tx, x〉 ≥ 0, for all x ∈ H. Hence,

〈φ(T )x, x〉 = 〈X∗TXx, x〉 = 〈TXx,Xx〉 ≥ 0, for all x ∈ H.

Therefore φ(T ) is positive.

Example 19. Let K be a compact Hausdorff space and φ : C(K)→ C is defined by

φ(f) =

∫
K

f(x)dµ(x)

where, µ is Borel measure. Then by the Riesz representation theorem, φ is positive func-
tional.

Example 20. The Map φ :Mn(C)→Mn(C) given by

φ(A) =
1

n
Trace(A) · I

is a positive map.

Note 4. If p is positive, then 0 ≤ p ≤ ||p||.1 This is because, σ(||p||.1− p) = {||p|| − λ :
λ ∈ σ(p)} ⊆ R+, since |λ| ≤ ||p||.

Proposition 20. Let S be an operator system and φ : S → C be a positive linear
functional, then ||φ|| = φ(1).

Proof. Let a ∈ S. Since, φ(a) = |φ(a)|eιθ, for some θ ∈ R. We have |φ(a)| = λφ(a) =
φ(λa), where λ = e−ιθ. Similarly, |φ(a)| = φ(λa) = φ((λa)∗). Now,

|φ(a)| = 1

2
(φ(λa) + φ((λa)∗))

= φ

(
λa+ (λa)∗

2

)
= φ(Re(λa)), where Re represents real part.
≤ φ(||λa||.1) ( from Note (4) and φ is positive)

= ||a|| · φ(1) ( since, |λ| = 1)

This implies, ||φ|| ≤ φ(1), hence ||φ|| = φ(1).

Thus, for positive linear functional φ, ||φ|| = φ(1). But, when the range of positive
linear map is C∗−algebra then the situation will be different.

Note 5. If 0 ≤ a ≤ b, then 0 ≤ ||a|| ≤ ||b||.

Proof. From Note(4), 0 ≤ a ≤ b ≤ ||b||.1. Let λ ∈ σ(a), then ||b||−λ ≥ 0. This implies
|λ| ≤ ||b||. Since, a ≥ 0, therefore it is self-adjoint. Hence spectral radius, r(a) = ||a||.
Thus, ||a|| ≤ ||b||, because r(a) = sup{|λ| : λ ∈ σ(a)}.
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Remark 11. If a, b ∈ A such that a = a∗ and b = b∗, then Note (5) need not be true.
Let a = −5.1 and b = −3.1. Clearly, a ≤ b, but ||a|| � ||b||.

Note 6. If a, b are two positive elements, then

||a− b|| ≤ max{||a||, ||b||}.

Proof. From the Gelfand Representation for C∗−algebras, A ⊆ B(H), for some Hilbert
space H. So, we treat a, b ∈ A as positive operators of B(H). Now, using the fact that
for any two positive real numbers t1, t2, we have |t1 − t2| ≤ max{t1, t2}, we obtain

||a− b|| = sup
||x||=1

{|〈(a− b)x, x〉| : x ∈ H}

= sup
||x||=1

{|〈ax, x〉 − 〈bx, x〉| : x ∈ H}

≤ sup
||x||=1

{max{〈ax, x〉, 〈bx, x〉} : x ∈ H}

= max{ sup
||x||=1

{〈ax, x〉}, sup
||x||=1

{〈bx, x〉}}

= max{||a||, ||b||}.

Thus ||a− b|| ≤ max{||a||, ||b||}.

Proposition 21. Let S be an operator system and let B be a C∗−algebra. If φ : S → B
is a positive map, then ||φ|| ≤ 2||φ(1)||.

Proof. First, note that if p is positive in S, then 0 ≤ p ≤ ||p||.1 (from Note (4)) and so,
0 ≤ φ(p) ≤ ||p||.φ(1) since φ is positive. Hence from Note (5), ||φ(p)|| ≤ ||φ(1)|| · ||p||.

If h is self-adjoint in S, then using the decomposition of h as a difference of two
positive elements (refer Note(3)), i.e.

h =
1

2
(||h||.1 + h)− 1

2
(||h||.1− h)

φ(h) =
1

2
φ(||h||.1 + h)− 1

2
φ(||h||.1− h)

We can express φ(h) as a difference of two positive elements of B. Thus,

||φ(h)| ≤ 1

2
max{||φ(||h||.1 + h)||, ||φ(||h||.1− h)||} ( from Note(6))

≤ ||φ(1)|| · ||h||.

Finally, if a is an arbitrary element of S, then a = h+ ιk with ||h||, ||k|| ≤ ||a||, h =
h∗, k = k∗. So,

||φ(a)|| ≤ ||φ(h)||+ ||φ(k)|| ≤ 2||φ(1)|| · ||a||.

Hence, ||φ|| ≤ 2||φ(1)||.

An example of Arveson shows that 2 is the best constant in Proposition (21).
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Example 21. Let T denote the unit circle in complex plane, C(T) the continuous func-
tions on T, z the coordinate function, and S ⊆ C(T) the subspace spanned by 1, z, and
z.

We define φ : S →M2(C) by

φ(a+ bz + cz) =

(
a 2b
2c a

)
.

An element, a1 + bz + cz of S is postive if and only if c = b and a ≥ 2|b|. A self-adjoint
element of M2(C) is positve if and only if its diagonal entries and its determinant are
non-negative real numbers. Combining these two facts it is clear that φ is a positve map.
However,

2||φ(1)|| = 2 = ||φ(z)|| ≤ ||φ||,

so that ||φ|| = 2||φ(1)||.

Now we are going to show that if S = C(X), where X is compact Hausdorff space,
then ||φ|| = ||φ(1)||.

Lemma 2. Let A be a unital C∗−algebra and pi, i = 1, 2, · · · , n be positive elements of
A such that

n∑
i=1

pi ≤ 1.

If λi ∈ C, i = 1, 2, · · · , n with |λi| ≤ 1, then∣∣∣∣∣
∣∣∣∣∣
n∑
i=1

λipi

∣∣∣∣∣
∣∣∣∣∣ ≤ 1.

Proof. Note that
∑n

i=1 λipi 0 · · · 0

0 0
...

... . . . ...
0 · · · · · · 0

 =


p

1/2
1 · · · p

1/2
n

0 · · · 0
...

...
0 · · · 0

·

λ1 0 · · · 0

0
. . . . . . ...

... . . . . . . 0
0 · · · 0 λn

·
p

1/2
1 0 · · · 0
...

...
...

p
1/2
n 0 · · · 0

 .
The norm of the matrix on the left is ||

∑n
i=1 λipi||, while each of the three matrices on

the right can be easily seen to have norm less than 1, by using the fact that ||a∗a|| =
||aa∗|| = ||a||2.

Theorem 25. Let B be a unital C∗−algebra and let X be compact Hausdorff space. Let
φ : C(X)→ B be a positive map. Then ||φ|| = ||φ(1)||.

Proof. By scaling, we may assume that φ(1) ≤ 1. Let f ∈ C(X), ||f || ≤ 1, and let
ε > 0 be given. Since, X is compact and φ is continuous, f(X) is compact. Hence, for
any x ∈ X, there exist i ∈ {1, · · · , n}, n ∈ N such that |f(x)− f(xi)| < ε.
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Let {pi} be non-negative continuous functions satisfying
∑n

i=1 pi = 1 and pi(x) = 0
for |f(x)− f(xi)| > ε, i = 1, 2, · · · , n. Set λi = f(xi). Note that if pi(x) 6= 0, for some
i = 1, 2, · · · , n, then |f(x)− λi| < ε. Hence for any x ∈ X,

|f(x)−
n∑
i=1

λipi(x)| = |
n∑
i=1

(f(x)− λi)pi(x)|

≤ |f(x)− λi|pi(x)

<

n∑
i=1

ε.pi(x) = ε.

Since, pi ≥ 0 and
∑n

i=1 pi = 1, therefore
∑n

i=1 φ(pi) = φ(
∑n

i=1 pi) = φ(1) ≤ 1 and
|λi| = |f(xi)| ≤ ||f || ≤ 1. By Lemma (2), ||

∑n
i=1 λiφ(pi)|| ≤ 1. Now

||φ(f)|| ≤ ||φ(f −
n∑
i=1

λipi)||+ ||
n∑
i=1

λiφ(pi)||

< ||φ||.||f −
n∑
i=1

λipi||+ 1

< ||φ||.ε+ 1, for all ε > 0.

This implies, ||φ|| ≤ 1.

Proposition 22. Let S be an operator system and let φ : S → C(X), where C(X)
denotes the continuous functions on a compact Hausdorff space X . If φ is positive, then
||φ|| = ||φ(1)||.

Proof. For x ∈ X, define πx : C(X) → C by πx(f) = f(x). Clearly, πx is positive,
hence πx ◦ φ : S → C is positive. Now for a ∈ S,

|φ(a)(x)| = |πx ◦ φ(a)|
≤ ||πx ◦ φ(1)||.||a|| = ||φ(1)(x)||.||a||
≤ ||φ(1)||.||a||.||x||

Thus ||φ(a)|| ≤ ||φ(1)||.||a||, for all a ∈ S. Hence ||φ|| = ||φ(1)||.

Theorem 26. Let T be an operator on a Hilbert space H with ||T || ≤ 1 and let S ⊆
C(T ) be the operator system defined by

S = {p(eιθ) + q(eιθ) : p, q are polynomials }.

Then the map φ : S → B(H) defined by φ(p+ q̄) = p(T ) + q(T )∗ is positive.

Proposition 23. Let S be an operator system, B be a C∗−algebra and φ : S → B be a
positive map. Then φ extends to a positive map on the norm closure of S.

Proof. Positivity of φ implies that it is bounded, hence, there exist unique map φ′ : S →
B such that ||φ′|| = ||φ|| and φ′|S = φ. Now claim is φ′ is positive on S.
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Let p be positive element in S. Then there exist a sequence (xn) in S such that ||xn−
p|| → 0 as n→∞ and ||p−x∗n|| = ||(p−xn)∗|| = ||p−xn||. Let hn = 1

2
(xn+x∗n), then

||p− hn|| = ||p−
1

2
(xn + x∗n)|| ≤ 1

2
(||p− xn||+ ||p− x∗n||)→ 0 as n→∞

Let ε > 0 be given. Therefore, there exist Nε ∈ N such that ||p − hn|| < ε/2, for all
n ≥ Nε. Since, hn + ε.1 are elements of C∗−algebra, so they can be treated as operators
in B(H), for some Hilbert space H. Let x ∈ H. Then

〈(hn + ε.1)x, x〉 = 〈(hn + ε.1− p− ε.1)x, x〉+ 〈(p+ ε.1)x, x〉.

Now, 〈(p+ ε.1)x, x〉 = 〈px, x〉+ ε||x||2 ≥ ε||x||2, since p is positive in S. And, from the
Cauchy-Schwartz inequality, we have

|〈(hn + ε.1− p− ε.1)x, x〉| ≤ ||hn + ε.1− p− ε.1||.||x||2

= ||hn − p||.||x||2

<
ε

2
.||x||2, for all n ≥ Nε.

Therefore, 〈(hn + ε.1)x, x〉 ≥ (ε− ε
2
)||x||2 = ε

2
||x||2. This implies, hn + ε.1 are positive

in S, hence φ(hn + ε.1) for all n ∈ N, since φ is positive. Therefore, φ′(p + ε.1) =
limn→∞ φ(hn + ε.1) ≥ 0 in B, for all ε > 0 i.e. φ′ is positive.

Proposition 24. Let A be a unital C∗−algebra and a ∈ A with ||a|| ≤ 1. Then there is
a unital positive map φ : C(T)→ A with φ(p) = p(a).

Proof. By GNS representation for C∗−algebras, A ⊆ B(H), for some H. Let a ∈ A
with ||a|| ≤ 1 and S = {p(eιθ) + q(eιθ) : p, q are polynomials}. Clearly, S is an operator
system. Define, φ′ : S → B(H) by

φ′(p+ q) = p(a) + q(a)∗.

By Theorem(31), φ′ is positive and unital. Since, polynomials is dense in C(T), there
exist a unital positive map φ : C(T) → B(H) such that ||φ|| = ||φ′|| and φ′ is the
restriction of φ. From definition, φ(p) = p(a).

Corollary 6. Let B, C be two unital C∗−algebras, let A be a unital subalgebra of B.If
φ : A+A∗ → C is positive, then ||φ(a)|| ≤ ||φ(1)|| · ||a|| for all a ∈ A.

Proof. Let a be in A, ||a|| ≤ 1 and S = A + A∗. By Proposition (21) and Proposition
(23), we may extend φ to a positive map on the closure S of S. As remarked above, there
is a positive map ψ : C(T) → B with ψ(p) = p(a). Since A is an algebra, the range of
ψ is actually contained in S. Clearly, the composition of positive maps is positive, so by
Theorem 2.4, ||φ(a)|| = ||φ ◦ ψ(eιθ)|| ≤ ||φ ◦ ψ(1)|| · ||eιθ|| = ||φ(1)||.

If φ(1) = 1, in the above, then φ is a contraction on A.

Corollary 7. Let A,B be two unital C∗−algebras and let φ : A → B be a positive map.
Then ||φ|| = ||φ(1)||.
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So far we have concentrated on positive maps without indicating how positive maps
arise. We end this chapter with two such results.

Lemma 3. Let A be a C∗−algebra, S ⊂ A an operator system, and f : S → C be a
linear functional with f(1) = 1, ||f || = 1. If a is a normal element of A and a ∈ S, then
f(a) will lie in the closed convex hull of the spectrum of a.

Proof. Suppose not. Note that the convex hull of a compact set σ(a) is the intersection
of all closed discs containing the set σ(a). Thus, there will exist a λ and r > 0 such
that |f(a) − λ| > r, while spectrum of a satisfies σ(a) ⊆ {z : |z − λ| ≤ r}. But
then σ(aλ.1) ⊆ {z : |z| ≤ r}, and since the norm and spectral radius agree for normal
elements, we have ||a− λ.1|| ≤ r. But,

r < |f(a)− λ| = |f(a− λ.1)| ≤ ||f ||.||a− λ.1|| ≤ r.

This contradiction completes the proof.

Since the convex hull of the spectrum of a positive operator is contained in the non-
negative reals, we see that Lemma (3) implies that such an f must be positive.

Proposition 25. Let S be an operator system, B a unital C∗−algebra, and φ : S → B a
unital, contraction. Then φ is positive.

Proof. Since B can be represented on a Hilbert space, we may, without loss of generality,
assume that B ⊆ B(H) for some Hilbert space H. Fix x in H , ||x|| = 1. Setting f(a) =
〈φ(a)x, x〉, we have that f(1) = 1, ||f || ≤ ||φ|||. By Lemma (3), if a is positive, then
f(a) is positive and consequently, since x was arbitrary, φ(a) is positive.

Proposition 26. Let A be a unital C∗-algebra and let M be a subspace of A containing
1. If B is a unital C∗-algebra and φ : M → B is a unital contraction, then the map
φ′ : M +M∗ → B given by

φ′(a+ b∗) = φ(a) + φ(b)∗,

is well-defined and is the unique positive extension of φ to M +M∗.

Proof. First we will prove that φ′ well defined. For this, it is enough to show that if a and
a∗ belong to M, then φ(a∗) = φ(a)∗. For this, set

S1 := {a : a ∈M and a∗ ∈M} = M ∩M∗.

Then S1 is an operator system and φ is unital, contractive map on S1 and hence positive
by Proposition (25). Hence φ is self-adjoint on S1, thus if a ∈ S1, then φ(a∗) = φ(a)∗.

Now we will claim that φ′ is positive. By GNS theorem, B ⊂ B(H), for some
Hilbert space H. Let x ∈ H with ||x|| = 1 and a ∈ A be positive element. Set ρ′(a) =
〈φ′(a)x, x〉. Let ρ : M → C by

ρ(a) = 〈φ(a)x, x〉.

Therefore,
|ρ(a)| = |〈φ(a)x, x〉| ≤ ||φ(a)|| ≤ 1.||a||.
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This implies ||ρ|| ≤ 1 and ρ(1) = 1. Therefore ||ρ|| = 1. So, by Hahn Banach extension
theorem, there exist ρ1 : M + M∗ → C such that ||ρ1|| = ||ρ|| = 1 = ||ρ1(1)|| and
ρ1|M = ρ. Thus, ρ1 is positive and hence Hermitian.

ρ1(a+ b∗) = ρ1(a) + ρ1(b∗)

= ρ1(a) + ρ1(b)∗

= ρ(a) + ρ(b)∗

= ρ(a) + ρ(b)

= 〈φ(a)x, x〉+ 〈x, φ(b)x〉
= 〈φ(a)x, x〉+ 〈φ(b)∗x, x〉
= 〈φ(a) + φ(b)∗x, x〉
= 〈φ′(a+ b∗)x, x〉
= ρ′(a+ b∗).

Thus ρ1 = ρ′, hence ρ′ is positive functional. This shows that φ′(a) is positive in B that
is φ′ is positive linear map.



Chapter 4

Completely Positive Maps

LetA and B be C∗−algebras, S an operator system and M be a subspace ofA. Then
clearly, Mn(M) can be regarded as a subspace ofMn(A). Let φ : S → B be a linear
map. Then define a linear map φn :Mn(S)→Mn(B) by

φn((ai,j)) = (φ(ai,j)).

Definition 26. We call φ n−positive if φn is positive and we call φ completely positive if
φ is n−positive for all n.

Definition 27. We call φ completely bounded if supn ||φn|| is finite (or, the sequence (φn)
is uniformly bounded) and set

||φ||cb = sup
n
||φn||.

Note that || · ||cb is a norm on the space of completely bounded maps.

Definition 28. We say φ is completely isometric and completely contractive, if φn is
isometric for all n and ||φ||cb ≤ 1, respectively.

Remark 12. If φ is n−positive, then φ is k−positive for k ≤ n. Also, ||φk|| ≤ ||φn|| for
k ≤ n.

Let us begin the study of completely positive maps with some examples.

Example 22. Let π : A → B be a ∗−homomorphism, then π is completely positive and
completely contractive. Since, πn is also ∗−homomorphism, for all n, so it maps positive
elements to positive elements of B and ||πn|| ≤ 1, for all n.

Example 23. Let x, y ∈ A and define φ : A → A by

φ(a) = xay.

Then φ is completely bounded. Since, φn((ai,j)) = (xai,jy), we have

||φn((ai,j))|| =

∣∣∣∣∣∣∣∣∣

∣∣∣∣∣∣∣∣∣


x 0 · · · 0
0 x · · · 0
... . . . ...
0 x

 · [ai,j] ·

y 0 · · · 0
0 y · · · 0
... . . . ...
0 y


∣∣∣∣∣∣∣∣∣

∣∣∣∣∣∣∣∣∣ .
47
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This implies, ||φn|| ≤ ||x||.||y||, for all n ∈ N. Thus φ is completely bounded and
||φ||cb ≤ ||x||.||y||.

If x = y∗, then φ is completely positive. This is because if (ai,j) is positive inMn(A),
then there exist B ∈ Mn(A) such that (ai,j) = B∗B. Hence φn((ai,j)) = (BD)∗BD,

where D =


y 0 · · · 0
0 y · · · 0
... . . . ...
0 y

 which is positive inMn(B).

Example 24. Let H1 and H2 be Hilbert spaces and Vi ∈ B(H1, H2), i = 1, 2 and π :
A → B(H2) is ∗−homomorphism. Define φ : A → B(H1) by

φ(a) = V ∗2 π(a)V1, for all a ∈ A.

Then φ is completely bounded and ||φ||cb ≤ ||V2||.||V1||.
If V1 = V2, then φ is completely positive.

In this chapter we study some of the elementary properties of completely positive
maps, some theorems about when positive maps are automatically completely positive
maps and about Tensor and Schur products. At the end, we will see Stinespring dilation
theorem for completely positive maps.

Lemma 4. Let A be a C∗−algebra with unit and let a, b ∈ A. Then:

1. ||a|| ≤ 1 if and only if
(

1 a
a∗ 1

)
is positive inM2(A).

2.
(

1 a
a∗ b

)
is positive inM2(A) if and only if a∗a ≤ b.

Proof. By GNS construction, A ⊂ B(H), for some Hilbert space H, so elements of A
can be treated as operators in B(H).

If ||a|| ≤ 1, then for any x, y ∈ H, it follows that〈(
1 a
a∗ 1

)(
x
y

)
,

(
x
y

)〉
= 〈x, x〉+ 〈ay, x〉+ 〈x, ay〉+ 〈y, y〉

≥ ||x||2 − 2||a||.||y||.||x||+ ||y||2 ≥ 0.

Conversely, if ||a|| > 1, then there exist unit vectors x and y such that 〈ay, x〉 < −1 and
the above inner product will be negative.

The proof of second, is similar to that of the first.

Proposition 27. Let S be an operator system, B a C∗−algebra with unit, and φ : S → B
a unital, 2−positive map. Then φ is contractive.

Proof. Let a ∈ S, ||a|| ≤ 1, then

φ

(
1 a
a∗ 1

)
=

(
1 φ(a)

φ(a∗) 1

)
is positive and hence ||φ(a)|| ≤ 1, from Lemma (4).
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Proposition 28. (Schwarz Inequality for 2-positive maps).
Let A,B be unital C∗−algebras and let φ : A → B be a unital 2-positive map, then
φ(a)∗φ(a) ≤ φ(a∗a) for all a ∈ A.

Proof. We have that
(

1 a
0 0

)∗(
1 a
0 0

)
=

(
1 a
a∗ a∗a

)
≥ 0 and hence

(
1 φ(a)

φ(a∗) φ(a∗a)

)
≥ 0.

By Lemma (4), we have the result.

Proposition 29. Let A and B be C∗−algebras with unit, let M be a subspace of A, 1 ∈
M, and let S = M + M∗. If φ : M → B is unital and 2-contractive (i.e., ||φ||2 ≤ 1),
then the map φ′ : S → B given by

φ′(a+ b∗) = φ(a) + φ(b)∗

is 2-positive and contractive.

Proof. Since φ is contractive, φ′ is well-defined by Proposition (26). Note thatM2(S) =
M2(M) +M2(M)∗ and that (φ′)2 = (φ′2). Since φ2 is contractive, again by Proposition
(26), φ′2 is positive and so φ′ is contractive by Proposition (31).

Proposition 30. Let A and B be C∗−algebras with unit, let M be a subspace of A, 1 ∈
M, and let S = M + M∗. If φ : M → B is unital and completely contractive, then
φ′ : S → B is completely positive and completely contractive.

Proof. We have that φ′n is positive since φn is unital and contractive and φ′n is contractive
since φ′2n = (φ′n)2 is positive.

4.1 Tensor Products and Schur products
We study tensor products from a purely algebraic viewpoint. We define tensors as

functionals that act on bilinear forms.
Let X, Y, Z be vector spaces over the field C. A map A : X × Y → Z is bilinear if it

is linear in each variable, that is,

A(α1x1 + α2x2, y) = α1A(x1, y) + α2A(x2, y) and
A(x, β1y1 + β2y2) = β1A(x, y1) + β2A(x, y2)

for all xi, x ∈ X, yi, y ∈ Y and all scalars αi, βi, i = 1, 2. We write B(X × Y, Z) for the
vector space of bilinear mappings from the product X × Y into Z; when Z is the scalar
field we denote the corresponding space of bilinear forms simply by B(X × Y ).

For x ∈ X, y ∈ Y, x⊗ y, we call x tensor y is defined as

(x⊗ y)(A) = A(x, y),
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for each bilinear form A on X × Y. The tensor product X ⊗ Y is the subspace of the
algebraic dual of B(X × Y ) spanned by x⊗ y. That is, a tensor u ∈ X ⊗ Y has the form

u =
n∑
i=1

λixi ⊗ yi,

where n is a natural number, λi ∈ K, xi ∈ X and yi ∈ Y. The representation of u is not
unique. If u =

∑n
i=1 λixi ⊗ yi is a tensor and A a bilinear form, then the action of u on

A is given by

u(A) =
n∑
i=1

λiA(xi, yi).

Now, we see tensor product of matrices.
Let A ∈ Mn(C) and B ∈ Mm(C) so that A and B can be thought of as linear

transformations on Cn and Cm, respectively. Then A ⊗ B is the linear transformations
on Cn ⊗ Cm ∼= Cnm, which is defined by setting

A⊗B(x⊗ y) = Ax⊗By.

We can write A⊗B = (A⊗ I)(I ⊗B) and ||A⊗B|| = ||A|| · ||B||.
Now we will study about Schur products of matrices. If A = (ai,j), B = (bi,j) are

elements of Mn(C), the we define the Schur product by

A ◦B = (ai,j · bi,j).

Now let A and B be in Mn(C) and {ei : i = 1, 2, · · · , n} be the standard basis of Cn.
Define an isometry V : Cn → Cn ⊗ Cn by

V (ei) = ei ⊗ ei.

Then
V ∗(A⊗B)V = A ◦B.

To see this, note that

〈V ∗(A⊗B)V ej, ei〉 = 〈A⊗B(ej ⊗ ej), (ei ⊗ ei)〉
= 〈Aej, ei〉 · 〈Bej, ei〉
= ai,j · bi,j = 〈A ◦Bej, ei〉.

For fixed A, this gives rise to a linear map, SA : Mn(C)→Mn(C), defined by

SA(B) = A ◦B.

Thus, ||SA(B)|| = ||V ∗(A ⊗ B)V || ≤ ||A|| · ||B|| and so ||SA|| ≤ ||A||. Now the
following characterizes when a Schur product map SA is completely positive.

Theorem 27. Let A = (ai,j) ∈Mn(C). Then the following are equivalent:

1. A is positive.
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2. SA : Mn(C)→Mn(C) is positive.

3. SA : Mn(C)→Mn(C) is completely positive.

Proof. Clearly, (3) =⇒ (1). Note that J = (1)n×n is positive and that SA(J) = A.
Hence, (2) =⇒ (1). It remains to prove that (1) =⇒ (3).

First note that ifA andB are positive, thenA⊗B is positive . This is becauseA⊗B =
(A1/2 ⊗ B1/2)2. Let B = (Bi,j) ∈ Mk(Mn(C)) be positive, then B = (Xi,j)

∗(Xi,j), for
some Xi,j ∈Mn(C). Observe that

(SA)k(B) = (V ∗(A⊗Bi,j)V ) = Y ∗Y,

where Y = ((A1/2 ⊗Xi,j)V ).

4.2 Stinespring’s Dilation Theorem
Stinespring’s representation theorem is a fundamental theorem in the theory of com-

pletely positive maps. It is a structure theorem for completely positive maps from a
C∗−algebra into the C∗−algebra of bounded operators on a Hilbert space. This theo-
rem provides a representation for completely positive maps, showing that they are simple
modifications of ∗−homomorphisms. One may consider it as a natural generalization of
the well-known Gelfand-Naimark-Segal theorem for states on C∗−algebras.

Theorem 28. (Stinespring’s Dilation Theorem) Let A be a unital C∗−algebra and φ :
A → B(H) be a completely positive map. Then there exist a Hilbert space K, a unital
∗−homomorphism π : A → B(K), and V ∈ B(H,K) with ||V ||2 = ||φ(1)|| such that

φ(a) = V ∗π(a)V, for all a ∈ A.

Proof. Let A be a unital C∗−algebra, φ : A → B(H) be a completely positive map and
H be a Hilbert space. The proof of this theorem is constructive and it follows the same
steps as in the proof of Gelfand-Naimark-Segal construction for C∗−algebras.

1. First, construct a Hilbert space K, which is the completion of an inner product of
quotient space.

2. Define a bounded linear map π(a) on k, and a map π : A → B(K) defined as
a 7→ π(a), which is unital ∗−homomorphism.

3. Construct a bounded operator V : H → K with ||φ(1)|| = ||V ||2 such that

φ(a) = V ∗π(a)V, for all a ∈ A.

Step 1. Consider the algebraic tensor productA⊗H . Define a map 〈·, ·〉 : (A⊗H)×
(A⊗H)→ C by

〈a⊗ x, b⊗ y〉 = 〈φ(b∗a)x, y〉H , and〈
n∑
j=1

aj ⊗ xj,
n∑
i=1

bi ⊗ yi

〉
=

〈
φn((b∗i aj))

 x1
...
xn

 ,

 y1
...
yn

〉
H(n)

,



52 CHAPTER 4. COMPLETELY POSITIVE MAPS

where 〈·, ·〉H is an inner product on H, (b∗i aj) ∈ Mn(A), and 〈·, ·〉H(n) denotes the inner
product on the direct sum of n copies of H, H(n), given by

〈 x1
...
xn

 ,

 y1
...
yn

〉 = 〈x1, y1〉H + · · ·+ 〈xn, yn〉H .

Clearly, from the definition, 〈·, ·〉 is well-defined. Let α, β ∈ C, then

〈
n∑
j=1

αjaj ⊗ xj,
n∑
i=1

βibi ⊗ yi

〉

=

〈
φn(((βibi)

∗αjaj))

 x1
...
xn

 ,

 y1
...
yn

〉
H(n)

=

〈(
φ(β̄ib

∗
iαjaj)

) x1
...
xn

 ,

 y1
...
yn

〉
H(n)

=

〈
∑n

j=1 φ(β̄1b
∗
1αjaj)xj

...∑n
j=1 φ(β̄1b

∗
nαjaj)xj

 ,

 y1
...
yn

〉
H(n)

=

〈
n∑
j=1

φ(β̄1b
∗
1αjaj)xj, y1

〉
H

+ · · ·+

〈
n∑
j=1

φ(β̄nb
∗
nαjaj)xj, yn

〉
H

= β̄1

n∑
j=1

αj〈φ(b∗1aj)xj, y1〉H + · · ·+ β̄n

n∑
j=1

αj〈φ(b∗naj)xj, yn〉H

=
n∑
i=1

β̄i

n∑
j=1

αj〈φ(b∗i aj)xj, yi〉H

=
n∑
i=1

β̄i

n∑
j=1

αj〈aj ⊗ xj, bi ⊗ yi〉.

Thus, 〈·, ·〉 is linear in first variable and conjugate linear in the second variable.
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Consider,〈
n∑
j=1

aj ⊗ xj,
n∑
i=1

bi ⊗ yi

〉
=

n∑
i=1

n∑
j=1

〈aj ⊗ xj, bi ⊗ yi〉

=
n∑
i=1

n∑
j=1

〈φ(b∗i aj)xj, yi〉H

=
n∑
i=1

n∑
j=1

〈φ((a∗jbi)
∗)xj, yi〉H

=
n∑
i=1

n∑
j=1

〈φ(a∗jbi)
∗xj, yi〉H ( since φ is hermitian)

=
n∑
i=1

n∑
j=1

〈xj, φ(a∗jbi)yi〉H

=
n∑
i=1

n∑
j=1

〈φ(a∗jbi)yi, xj〉H

=
n∑
i=1

n∑
j=1

〈bi ⊗ yi, aj ⊗ xj〉

=

〈
n∑
i=1

bi ⊗ yi,
n∑
j=1

aj ⊗ xj

〉
.

This shows that 〈·, ·〉 is conjugate symmetry. Now,〈
n∑
j=1

aj ⊗ xj,
n∑
i=1

ai ⊗ xi

〉
=

〈
φn((a∗i aj))

 x1

·
xn

 ,

 x1

·
xn

〉
Hn

=

〈
φn(a∗a)

 x1

·
xn

 ,

 x1

·
xn

〉
Hn

, where a = (a1, · · · , an)1×n

≥ 0.

Since, a∗a ≥ 0 inMn(A) and φ is completely positive, therefore φn(a∗a) ≥ 0 in B(Hn),
and eq. 1 holds for all x ∈ H. Also if a⊗ x = 0, then 〈a⊗ x, a⊗ x〉 = 0. Hence, 〈·, ·〉 is
positive semi-definite on A⊗H.

Let N = {u ∈ A⊗H : 〈u, u〉 = 0}. Clearly, N is closed subspace of A⊗H. Since
positive semi-definite inner products satisfy the Cauchy-Schwartz inequality,

|〈u, v〉|2 ≤ 〈u, u〉 · 〈v, v〉

Therefore, N = {u ∈ A ⊗ H : 〈u, v〉 = 0, for all v ∈ A ⊗H}. Consider the quotient
space A⊗H/N and define map 〈·, ·〉 on A⊗H/N by

〈u+N , v +N〉 := 〈u, v〉.
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Clearly, the space (A ⊗H/N , 〈·, ·〉) will become an inner product space. Let K denote
the Hilbert space that is the completion of the inner product space A⊗H/N .

Step 2. Let a ∈ A. Define a linear map π(a) : A⊗H → A⊗H by

π(a)

(
n∑
i=1

ai ⊗ xi

)
=

n∑
i=1

(aai)⊗ xi.

Note that a∗a ≤ ||a∗a||.1, this implies that ||a∗a||.1−a∗a ≥ 0. Let c∗c = ||a∗a||.1−a∗a,
for some c ∈ A. We want to show that (a∗i a

∗aaj)n×n ≤ ||a∗a|| · (a∗i aj)n×n. Thus

||a∗a|| · (a∗i aj)n×n − (a∗i a
∗aaj)n×n = (a∗i (||a∗a|| − a∗a)aj)n×n

= (a∗i c
∗caj)n×n

= e∗e where, e = (ca1, · · · , can)1×n

≥ 0.

Consider,∣∣∣∣∣
∣∣∣∣∣π(a)

(
n∑
k=1

ak ⊗ xk

)∣∣∣∣∣
∣∣∣∣∣
2

=

〈
π(a)

(
n∑
j=1

aj ⊗ xj

)
, π(a)

(
n∑
i=1

ai ⊗ xi

)〉

=

〈
n∑
j=1

(aaj)⊗ xj,
n∑
i=1

(aai)⊗ xi

〉

=
n∑
i=1

n∑
j=1

〈φ(a∗i a
∗aaj)xj, xi〉H

≤ ||a∗a|| ·
n∑
i=1

n∑
j=1

〈φ(a∗i aj)xj, xi〉H since, φ is positive.

= ||a||2 ·

〈
n∑
j=1

aj ⊗ xj,
n∑
i=1

ai ⊗ xi

〉

= ||a||2 ·

∣∣∣∣∣
∣∣∣∣∣
n∑
k=1

ak ⊗ xk

∣∣∣∣∣
∣∣∣∣∣
2

.

Thus ||π(a)|| ≤ ||a||, π(a) leaves N invariant and, consequently, induces a quotient
linear transformation onA⊗H/N , which we still denote by π(a). The above inequality
also shows that π(a) is bounded with ||π(a)|| ≤ ||a||. Thus, π(a) extends to a bounded
linear operator on K, which we still denote by π(a).

Define a linear map π : A → B(K) by

a 7→ π(a).

We are claiming that π is a unital ∗−homomorphism. Clearly π(1) is identity operator in
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B(K), hence π is unital. Now let a1, a2 ∈ A, then

π(a1a2)

(
n∑
i=1

(ai)⊗ xi

)
=

n∑
i=1

(a1a2ai)⊗ xi

= π(a1)

(
n∑
i=1

(a2ai)⊗ xi

)

= π(a1) · π(a2)

(
n∑
i=1

ai ⊗ xi

)
.

Thus π(a1a2) = π(a1) · π(a2), and for π to be ∗−preserving, we need to show that
π(a∗) = π(a)∗. For aj, bi ∈ A, xi, yj ∈ H, we have〈

π(a)

(
n∑
j=1

aj ⊗ xj

)
,

n∑
i=1

bi ⊗ yi

〉
=

〈
n∑
j=1

(aaj)⊗ xj,
n∑
i=1

bi ⊗ yi

〉

=
n∑

i,j=1

〈aaj ⊗ xj, bi ⊗ yi〉

=
n∑

i,j=1

〈φ(b∗i aaj)xj, yi〉H

=
n∑

i,j=1

〈φ((a∗bi)
∗aj)xj, yi〉H

=
n∑

i,j=1

〈aj ⊗ xj, (a∗bi)⊗ yi〉

=

〈
n∑
j=1

aj ⊗ xj,
n∑
i=1

(a∗bi)⊗ yi

〉

=

〈
n∑
j=1

aj ⊗ xj, π(a∗)

(
n∑
i=1

bi ⊗ yi

)〉
.

This implies π(a)∗ = π(a∗), for all a ∈ A. Thus π is a unital ∗−homomorphism from A
into B(K).

Step 3. Existence of V. Now define V : H → K via

V (x) = 1⊗ x+N ,

then V is bounded, since

||V x||2 = 〈1⊗ x, 1⊗ x〉 = 〈φ(1)x, x〉H ≤ ||φ(1)|| · ||x||2.

Indeed, it is clear that ||V ||2 = sup{〈φ(1)x, x〉H : ||x|| ≤ 1} = ||φ(1)||.
To complete the proof, we only need observe that

〈V ∗π(a)V x, y〉H = 〈π(a)1⊗ x, 1⊗ y〉K = 〈φ(a)x, y〉H ,

for all x and y, and so V ∗π(a)V = φ(a).
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Remark 13. Any map of the form φ(a) = V ∗π(a)V is completely positive map.

Remark 14. Stinespring’s theorem is really the natural generalization of the Gelfand-
Naimark-Segal representation of states. Indeed, if H = C is one-dimensional so that
B(C) = C, then an isometry V : C→ K is determined by V 1 = x and we have

φ(a) = φ(a)1 · 1 = V ∗π(a)V 1 · 1 = 〈π(a)V 1, V 1〉K = 〈π(a)x, x〉.

Infact, re-reading the above proof with H = C and A⊗ C = A, one will find a proof of
the GNS representation of states.

Remark 15. Note that if H and A are separable, then the space K constructed above
will be separable as well. Similarly, if H and A are finite dimensional, then K is finite
dimensional.

We now turn our attention to considering the uniqueness of the Stinespring represen-
tation. We shall call a triple (π, V,K) as obtained in Stinesprings Theorem a Stinespring
representation for φ. If L is a subset of a Hilbert space, then [L] := span(L). Given a
Stinespring representation (π, V,K), let K1 = [π(A)V H]. Since, K1 reduces π(A) so
that the restriction of π to K1 defines a ∗−homomorphisms, π1 : A → B(K1).

Clearly, V H ⊂ K1, so we have that φ(a) = V ∗π1(a)V, i.e. that (π1, V,K1) is also
a Stinespring representation. Whenever the space of the representation enjoys this addi-
tional property, we call the triple a minimal Stinespring representation. The following
result summarizes the importance of this minimality condition. It states that two minimal
representation for φ are unitarily equivalent.

Theorem 29. Let A be a C∗−algebra, let φ : A → B(H) be completely positive and let
(πi, Vi, Ki), i = 1, 2, be two minimal Stinespring representations for φ. Then there exists
a unitary map U : K1 → K2 satisfying UV1 = V2 and Uπ1 = π2U.

Proof. Define a map U ′ : span{π1(A)V1H} → span{π2(A)V2H} by

U ′

(
n∑
i=1

π1(ai)V1Hi

)
=

n∑
i=1

π2(ai)V2hi.
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We will show that U ′ yields a well-defined isometry.∣∣∣∣∣
∣∣∣∣∣
n∑
i=1

π1(ai)V1hi

∣∣∣∣∣
∣∣∣∣∣
2

=
n∑

i,j=1

〈π1(aj)V1hj, π1(ai)V1hi〉

=
n∑

i,j=1

〈π1(ai)
∗π1(aj)V1hj, V1hi〉

=
n∑

i,j=1

〈π1(a∗i aj)V1hj, V1hi〉

=
n∑

i,j=1

〈V ∗1 π1(a∗i aj)V1hj, hi〉

=
n∑

i,j=1

〈φ1(a∗i aj)hj, hi〉

=
n∑

i,j=1

〈V ∗2 π2(a∗i aj)V2hj, hi〉

=

∣∣∣∣∣
∣∣∣∣∣
n∑
i=1

π2(ai)V2hi

∣∣∣∣∣
∣∣∣∣∣
2

,

so U ′ is onto-isometric and consequently well-defined. By the Hahn-Banach extension
theorem, we can extend U ′ to U : K1 → span{π2(A)V2H} with ||U || = ||U ′||. There-
fore, U ′ is also isometry. Let y ∈ K2, then there exist a sequence (yn) ⊂ span{π2(A)V2H}
such that yn → y as n→∞. Since, U is onto map, so there exist a sequence (xn) ⊂ K1

such that Uxn = yn. Now, for m,n ∈ N

||xn − xm|| = ||Uxn − Uxm|| = ||yn − ym|| → 0 as n→∞.

Therefore, (xn) is cauchy in K1 and K1 being complete, hence xn → x as n → ∞, for
some x ∈ K1. Thus, Ux = y and we can extend U : K1 → K2 as onto isometry map.
Hence, U is unitary. And,

UV1h = U(π1(1)V1h) = π2(1)V2h = V2h, for all h ∈ H.

Hence, UV1 = V2.
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Chapter 5

Hilbert C*-Modules

Definition 29. Let A be a C∗−algebra. An inner-product A−module is a linear space
E which is a rightA−module (with compatible scalar multiplication: λ(xa) = (λx)a =
x(λa) for x ∈ E, a ∈ A, λ ∈ C), together with a map (x, y) → 〈x, y〉 : E × E → A
such that for all x, y, z ∈ E, a ∈ A and α, β ∈ C

1. 〈αx+ βy, z〉 = α〈x, z〉+ β〈y, z〉.

2. 〈xa, y〉 = 〈x, y〉a.

3. 〈y, x〉 = 〈x, y〉∗.

4. 〈x, x〉 ≥ 0; if 〈x, x〉 = 0, then x = 0.

Note 7. Inner-product defined above is linear in first variable and conjugate linear in
second variable.

Note 8. Ordinary inner-product spaces and Hilbert spaces are inner-productC−module.

Remark 16. If E satisfies all the conditions for an inner-product A−module except for
the second part of 4. then we call E a semi-inner-product A−module.

Proposition 31. (Cauchy-Schwarz Inequality)
If E is a semi-inner-product A−module and x, y ∈ E. Then

〈y, x〉〈x, y〉 ≤ ||〈x, x〉|| · 〈y, y〉.

Proof. Suppose, without loss of generality, ||〈x, x〉|| = 1. For a ∈ A, we have

0 ≤ 〈xa− y, xa− y〉
= a∗〈x, x〉a− 〈y, x〉a− a∗〈x, y〉+ 〈y, y〉
≤ a∗||〈x, x〉||a− 〈y, x〉a− a∗〈x, y〉+ 〈y, y〉
= a∗a− 〈y, x〉a− a∗〈x, y〉+ 〈y, y〉.

Put a = 〈x, y〉, to get the required inequlaity.

Remark 17. For x ∈ E, we write ||x|| = ||〈x, x〉||1/2. It follows from Proposition (31)
that ||〈x, y〉|| ≤ ||x||.||y||. And, this define a norm on E.

59
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Definition 30. An inner-product A−module which is complete with respect to its norm
is called a Hilbert A−module, or a Hilbert C∗−module over the C∗−algebra A.
Example 25. If A is a C∗−algebra, then A is itself a Hilbert A−module if we define
〈a, b〉 = a∗b, for a, b ∈ A.
Example 26. If J is a closed right ideal in A then J is a sub-module of A and therefore
a Hilbert A−module.

Example 27. If {Ei} is a finite set of Hilbert A−modules, then the direct sum ⊗ni=1Ei
forms a Hilbert A−module, if we define 〈x, y〉 =

∑n
i=1〈xi, yi〉, where x = (xi) and

y = (yi).

Example 28. B(H1, H2) is a Hilbert B(H1)−module for any two Hilbert spaces H1, H2

with the following operations:

1. module map: (T, S) 7→ TS : B(H1, H2)× B(H1)→ B(H1, H2)

2. inner product: 〈T, S〉 7→ T ∗S : B(H1, H2)× B(H1, H2)→ B(H1).

Definition 31. Let φ : A → B(H) be linear. Then φ is said to be a morphism if it is a
∗− homomorphism and nondegenerate (i.e., φ(A)H = H).

Definition 32. A map Φ : E → B(H1, H2) is said to be a

1. φ−map if 〈Φ(x),Φ(y)〉 = φ(〈x, y〉) for all x, y ∈ E.

2. φ−morphism if Φ is a φ−map and φ is a morphism.

3. φ−representation if Φ is a φ−morphism and φ is a representation.

Note 9. A φ−morphism Φ is linear and satisfies Φ(xa) = Φ(x)φ(a) for every x ∈ E and
a ∈ A.

Several module versions of Stinespring theorem can be found in the literature. Typ-
ically they are structure theorems for completely positive maps in more general context.
The result we are going to consider here are for φ−maps.

A theorem similar to first Stinesprings theorem was presented by Mohammad B.
Asadi for a class of unital maps on Hilbert C∗−modules. This result can also be proved
by removing a technical condition of Asadis theorem. The assumption of unitarily on
maps under consideration can also be removed. Further we will see the uniqueness up
to unitary equivalence for minimal representations, which is an important ingredient of
structure theorems like GNS theorem and Stinesprings theorem. Now the result looks
even more like Stinesprings theorem.

Theorem 30. (Mohammad B. Asadi).
If E is a Hilbert C∗−module over a unital C∗−algebra A, φ : A → B(H1) is a com-
pletely positive map with φ(1) = 1 and Φ : E → B(H1, H2) is a φ−map with the
additional property Φ(xo)Φ(xo)

∗ = IH2 , for some xo ∈ E, where H1, H2 are Hilbert
spaces, then there exist Hilbert spaces K1, K2, isometries V : H1 → K1,W : H2 → K2,
a ∗−homomorphism ρ : A → B(K1) and a ρ−representation Ψ : E → B(K1, K2) such
that

φ(a) = V ∗ρ(a)V, Φ(x) = W ∗Ψ(x)V, for allx ∈ E, a ∈ A.
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5.1 Stinespring’s theorem for maps on Hilbert C*-modules

In this Section we strengthen Asadis theorem for a φ−map Φ and discuss the mini-
mality of the representations.

Theorem 31. Let A be a unital C∗−algebra and φ : A → B(H1) be a completely
positive map. Let E be a Hilbert A−module and Φ : E → B(H1, H2) be a φ−map.
Then there exist a pair of triples ((π, V,K1), (Ψ,W,K2), where

1. K1 and K2 are Hilbert spaces;

2. π : A → B(K1) is a unital *-homomorphism and Ψ : E → B(K1, K2) is a
π−morphism;

3. V : H1 → K1 and W : H2 → K2 are bounded linear operators;

such that

φ(a) = V ∗π(a)V, for all a ∈ A and Φ(x) = W ∗Ψ(x)V, for all x ∈ E.

Proof. We prove the theorem in two steps.

Step 1. Existence of π, V andK1 : Since φ is a completely positive map, by the Stine-
spring’s dilation theorem, there exist a minimal Stinespring representation (π, V,K1) for
φ, where K1 = span{π(A)V H1}.

Step 2. Existence of Ψ,W and K2 : Let K2 = span{Φ(E)H1}. Define, Ψ : E →
B(K1, K2) as follows:
For x ∈ E, define Ψ(x) : span{π(A)V H1} → span{Φ(E)H1} by

Ψ(x)

(
n∑
j=1

π(aj)V hj

)
=

n∑
j=1

Φ(xaj)hj, aj ∈ A, hj ∈ H1, j = 1, 2, · · · , n.
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First we claim that Ψ(x) is well-defined. Consider,

∣∣∣∣∣
∣∣∣∣∣Ψ(x)

(
n∑
j=1

π(aj)V hj

)∣∣∣∣∣
∣∣∣∣∣
2

=

〈
Ψ(x)

(
n∑
j=1

π(aj)V hj

)
,Ψ(x)

(
n∑
i=1

π(ai)V hi

)〉
H2

=

〈
n∑
j=1

Φ(xaj)hj,
n∑
i=1

Φ(xai)hi

〉
H2

=
n∑

i,j=1

〈Φ(xaj)hj,Φ(xai)hi〉H2

=
n∑

i,j=1

〈Φ(xai)
∗Φ(xaj)hj, hi〉H1

=
n∑

i,j=1

〈φ(〈xai, xaj〉E)hj, hi〉H1

=
n∑

i,j=1

〈φ(a∗i 〈x, x〉Eaj)hj, hi〉H1

=
n∑

i,j=1

〈V ∗π(a∗i 〈x, x〉Eaj)V hj, hi〉H1 (∵ φ(a) = V ∗π(a)V )

=
n∑

i,j=1

〈π(a∗i )π(〈x, x〉E)π(aj)V hj, V hi〉K1 (π is ∗ − homm)

=
n∑

i,j=1

〈π(ai)
∗π(〈x, x〉E)π(aj)V hj, V hi〉K1

=

〈
π(〈x, x〉E)

(
n∑
j=1

π(aj)V hj

)
,

(
n∑
i=1

π(ai)V hi

)〉
K1

≤ ||π(〈x, x〉E)|| ·

∣∣∣∣∣
∣∣∣∣∣
n∑
j=1

π(aj)V hj

∣∣∣∣∣
∣∣∣∣∣
2

( C-S inequality)

≤ ||x||2 ·

∣∣∣∣∣
∣∣∣∣∣
n∑
j=1

π(aj)V hj

∣∣∣∣∣
∣∣∣∣∣
2

( since ||π|| ≤ 1).

This shows that if
∑n

i=1 π(ai)V hi = 0, then Ψ(x) (
∑n

i=1 π(ai)V hi) = 0, hence Ψ(x) is
well-defined. Moreover, Ψ(x) is bounded and ||Ψ(x)|| ≤ ||x||.

Since, span{π(A)V H1} is dense in K1, Ψ(x) can be extended uniquely to whole of
K1, call the extension Ψ(x) itself.
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Clearly, π is a morphism. Now we show that Ψ is π−map.〈
Ψ(x)∗Ψ(y)

(
n∑
j=1

π(bj)V hj

)
,

m∑
i=1

π(ai)V gi

〉
K1

=

〈
Ψ(y)

(
n∑
j=1

π(bj)V hj

)
,Ψ(x)

(
m∑
i=1

π(ai)V gi

)〉
K1

=

〈
n∑
j=1

Φ(ybj)hj,
m∑
i=1

Φ(xai)gi

〉
H2

=
n∑
j=1

m∑
i=1

〈Φ(xai)
∗Φ(ybj)hj, gi〉

=
n∑
j=1

m∑
i=1

〈φ(〈xai, ybj〉)hj, gi〉

=
n∑
j=1

m∑
i=1

〈φ(a∗i 〈x, y〉bj)hj, gi〉

=
n∑
j=1

m∑
i=1

〈V ∗π(a∗i 〈x, y〉bj)V hj, gi〉

=
n∑
j=1

m∑
i=1

〈π(ai)
∗π(〈x, y〉)π(bj)V hj, V gi〉

=
n∑
j=1

m∑
i=1

〈π(〈x, y〉)π(bj)V hj, π(ai)V gi〉

=

〈
π(〈x, y〉)

(
n∑
j=1

π(bj)V hj

)
,
m∑
i=1

π(ai)V gi

〉
.

This shows that 〈Ψ(x),Ψ(y)〉 = Ψ(x)∗Ψ(y) = π(〈x, y〉), for all x, y ∈ E on the dense
set span{π(A)V H1} and hence they are equal on K1. Note that K2 ⊂ H2.

Let W := PK2 , the orthogonal projection onto K2. Then W ∗ : K2 → H2 is the
inclusion map. Hence WW ∗ = IK2 . That is W is a co-isometry.

Now for x ∈ E and h ∈ H1, we have

W ∗Ψ(x)V h = Ψ(x)V h = Ψ(x)(ρ(1)V h) = Φ(x)h.

Definition 33. We say a pair ((π, V,K1), (Ψ,W,K2) is a Stinespring representation for
(φ,Φ) if the conditions 1− 3 of Theorem(31) are satisfied. Such a representation is said
to be minimal if

1. K1 = [π(A)V H1], and

2. K2 = [Ψ(E)V H1].
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Note 10. The pair ((π, V,K1), (Ψ,W,K2)) obtained in the proof of Theorem (31) is a
minimal representation for (φ,Φ).

Theorem 32. Let φ and Φ be as in Theorem (31). Assume that ((π, V,K1), (Ψ,W,K2))
and ((π′, V ′, K ′1), (Ψ′,W ′, K ′2)) are minimal representations for (φ,Φ). Then there exists
unitary operators U1 : K1 → K ′1 and U2 : K2 → K ′2 such that

1. U1V = V ′, U1π(a) = π′(a)U1, for all a ∈ A, and

2. U2W = W ′, U2Ψ(x) = Ψ′(x)U1, for all x ∈ E.

That is, the following diagram commutes, for a ∈ A and x ∈ E :

H1
V- K1

π(a)- K1
Ψ(x)- K2

�W H2

K ′1

U1

?

π′(a)
-

V ′ -

K ′1

U1

?

Ψ′(x)
- K ′2

U2

? W ′�

Proof. Define U1 : span(π(A)V H1)→ span(π′(A)V ′H1) by

U1

(
n∑
j=1

π(aj)V hj

)
:=

n∑
j=1

π′(aj)V
′hj, ajA, hj ∈ H1, j = 1, · · · , n, n ≥ 1,

which can be seen to be an onto isometry and the unitary extension of this is the required
map U1 : K1 → K2, refer Theorem (29).

Now define U2 : span(Ψ(E)V H1)→ span(Ψ′(E)V ′H1) by

U2

(
n∑
j=1

Ψ(xj)V hj

)
:=

n∑
j=1

Ψ′(x)V ′hj, xj ∈ E, hj ∈ H1, j = 1, · · · , n, n ≥ 1.

Consider ∣∣∣∣∣
∣∣∣∣∣
n∑
j=1

Ψ′(xj)V
′hj

∣∣∣∣∣
∣∣∣∣∣
2

=
n∑

i,j=1

〈hj, V ′∗π′(〈xj, xi〉)V ′hi〉

=
n∑

i,j=1

〈hj, V ∗π(〈xj, xi〉)V hi〉

=

∣∣∣∣∣
∣∣∣∣∣
n∑
j=1

Ψ(xj)V hj

∣∣∣∣∣
∣∣∣∣∣
2

.

Thus U2 is well defined and is an isometry and can be extended to whole of K2, call the
extension U2 itself,and being onto it is a unitary.

Since ((π, V,K1), (Ψ,W,K2) and ((π′, V ′, K ′1), (Ψ′,W ′, K ′2) are representation for
(φ,Φ), it follows that

Φ(x) = W ∗Ψ(x)V = W ′Ψ′(x)V ′ = W ′∗U2Ψ(x)V
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and hence (W ∗ −W ′U2)Ψ(x)V = 0. Since [Ψ(E)V H1] = K2, it follows that U2W =
W ′. As Ψ is a π−morphism and Ψ′ is a π′−morphism, it can be shown that

U2Ψ(x)

(
n∑
j=1

π(aj)V hj

)
= Ψ′(x)U1 (π(aj)V hj)

′

for all x ∈ E, aj ∈ A, hj ∈ H1, j = 1, · · · , n, n ≥ 1, concluding U2Ψ(x) = Ψ′(x)U1.

Example 29. Let A = M2(C), H1 = C2, H2 = C∗ and E = A ⊕ A. Let D =(
1 1

2
1
2

1

)
. Define φ : A → B(H1) by

φ(A) = D ◦ A, for all A ∈ A;

where ◦ denote the Schur product. As D is positive, φ is acompletely positve map (see

Theorem (27)). Let D1 =

(
1√
2

0

0 1√
2

)
and

(
1√
2

0

0 − 1√
2

)
. Let K1 = C4 and K2 =

H2. Define Φ : E → B(H1, H2) and Ψ : E → B(k1, K2) by

Φ(A1 ⊕ A2) =


√

3√
2
A1D1√

3√
2
A2D1√

3√
2
A1D2√

3√
2
A2D2

 , Ψ(A1 ⊕ A2) =


A1 0
A2 0
0 A1

0 A2

 , for all A1, A2 ∈ A.

Clearly, Φ is a φ−map.
Define V : H1 → K1 and π : A → B(K1) by

V =

( √
3√
2
D1

1√
2
D2

)
,

(
A 0
0 A

)
, for all A ∈ A.

Clearly Ψ is a π−morphism and Φ(A1⊕A2) = W ∗Ψ(A1⊕A2)V, where W = IH2 . This
example illustrates the Theorem (31).
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