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Chapter 1

Introductory Mathematics for

Quantum computing

1.1 Introduction

In this chapter we will study topics of Linear algebra that will be needed for the rest of thesis.
We begin by defining linear operators on vector spaces. we define physics Bra-Ket notation that
will be used throughout the thesis. The next few sections deal with topics related to matrices
like Trace,Unitary, Hermitian and Positive and Positive semi definite matrices. We define vector
spaces with some additional structures which includes inner product space, Outer product, Hilbert
space. we study how to make new spaces from the given spaces which includes direct sum of
vector spaces, Tensor product. Tensor product of spaces plays an important role in various area
of Quantum mechanics (we will study in next few chapters). we close this chapters with some

applications of Tensor product.

1.2 Bra-Ket Notation

Letz = (21,22, -+, Tn)s ¥ = (Y1, Y2, -, Yn) € C™. We write,
T
#) = (w122 .o) and (] = (@) = (777
Definition 1.2.1. A vector space V endowed with an inner product is called inner product space.

Example 1.2.2. C" has an inner product defined by
((ylyg e Yn)s (2122 zn)) = nyzz forall y;,z; € C,1 <i<mn.
i=1

1.2.1 Hilbert Space

Definition 1.2.3. A complex inner product space is called Hilbert space if it is complete with respect to the

norm ||z|| = /{z, x).



Throughout this thesis, we will be dealing with operators defined on the finite dimensional complex
Hilbert space.

1.3 Linear Operators

Definition 1.3.1. Let V and W be vector spaces over a field K, either real or complex. Amap T : V — W
is linear if it satisfy following condition:

T(ax + by) = aT(z) + bT (y) forallz,y € Vanda,b € K. (1.1)
Definition 1.3.2. Let T': V — W be a linear operator. Then, Range(T) and Null(T) is defined as:
Range(T) = {T'(x)|x € V}.
Null(T) = {z € V|T'(z) = 0}.
Remark 1.3.3. 1. Wedenote the space of all linear maps from V to W by L(V, W) and L(V,V) = L(V).

2. Every m x n matrix defines a linear operator from V to W where V is n dimensional and W is m
dimensional.

3. The set of all n x n matrices with entries from K is denoted by M, (K).

Definition 1.3.4. Let V be a vector space. Dual of V, denoted by V*, is the space defined by:

V*={f:V = C|fis linear}.

1.4 Eigenvectors and eigenvalues

Definition 1.4.1. Let T be a linear operator on a vector space V then a nonzero vector |v) € V is said to be

an eigenvector if there exists a complex number A such that
Tlv) = Alv),
and complex number X is called eigenvalue of T' associated to \.
The eigen space corresponding to an eigenvalue X is given by :
ker(T — M) = {|v) € V : T|v) = Alv) for some X € C}.

Definition 1.4.2. An operator T on a vector space V is said to be diagonalizable if there exists a basis 3 of
V such that [T is a diagonal matrix.

Remark 1.4.3. If T is diagonalizable then T' can be represented as

T = Z Ailvg) (vi



where {v1,vs, ...,v,} is an orthonormal basis of V with corresponding eigenvalue {\1, A, ..., A }. This
representation is known as diagonal representation for T.
Spectral decomposition theorem:

Theorem 1.4.4. Let T be a linear operator on a complex inner product space V then V has an orthonormal
basis consisting of eigenvectors of T if and only if T' is normal.

1.4.1 Adjoint of a linear operator
Definition 1.4.5. Let T be a linear operator on an Hilbert space H. Then there exists a unique linear oper-
ator T on H such that

([0), Tw)) = (T |v), [w))-

This linear operator is known as the adjoint of the operator T, for all vectors |v), jw) € H

1.4.2 Outer Product

There is a way to represent linear operators defined on inner product spaces which make use of inner product
and it is known as outer product.

Definition 1.4.6. Let |v) € Vand |w) € W, where V and W be two inner product spaces over a field K.
Define |w)(v| : V. — W by,

(lw) (W)|vr) = [w)(v]vr) = (v|vr)|w), Vv eV. (1.2)

1.4.3 Completeness relation

Let {v1,v2,...v,} be an orthonormal basis for an inner product space V. Then |v) € V can be written as
n

v =Y ¢;|v;) for some complex numbers c1, ca, ...c, € C, Where ¢; = (v;|v), fori =1,2,...,n.
=1

(Z [vi) (vil)|v) = Z o) (vilv) = eilvi) = [v).

i=1

since the last equality is true for all |v) € V, it follows that
> v (v = 1. (13)
i=1

This equation is known as completeness relation.

Remark 1.4.7. Every operator can be written in its outer product representation. Suppose A : V. — W
where V and W are two inner product spaces. Let |v;) and |w;) be orthonormal basis of 'V and W respectively.
Then A can be written as A = IwAly.



1.5 Unitary and Hermitian matrices

Definition 1.5.1. U € M, (C) is Unitary if U*U = I
Proposition 1.5.2. For U € M, (C), Following statements are equivalent:
(i) U is unitary.
(i) U is invertible and U~ = U*.
(iii) UU* = 1.
(iv) U* is unitary.
(v) The columns of U are orthogonal.
(vi) The rows of U are orthogonal.
(vii) (Isometry) ||Uz|| = ||z|| for all z € C".
(viii) (Inner product preserving) (Ux|Uy) = (x|y) for all x,y € C™.
Theorem 1.5.3. Let A € M, (C). Then there exists a unitary matrix U such that U* AU is upper triangular.
Definition 1.5.4. H € M,,(C) is called Hermition matrix if H = H*.
Proposition 1.5.5. For H € M,,(C),the following statements are equivalent:
(i) H is hermition.
(ii) There exists a unitary matrix U such that U* AU = D where D is diagonal matrix with real entries.
(iii) H has orthonormal basis with real eigenvectors that is H is diagonalizable.

(iv) (x, Hx) is real, for all x € C™.

1.6 Positive definite and Semi definite matrices
Definition 1.6.1. Let P € M,.Then P is called positive semi definite, denoted by, P > 0 if (x|Pxz) >
0Vz € C™. It is called positive definite,denoted P > 0,if (x|Px) > 0Vz € C".

Remark 1.6.2. Every positive semi definite (positive definite) matrix is symmetric. It follows From Propo-
sition 1.5.5(iv)

Proposition 1.6.3. For P € M, the following statements are equivalent:
1. P>0(P>0).
2. P = P* and all eigenvalues of P are non negative (positive).
3. P = B*B for some matrix B (in case of positive definite B is invertible).

Theorem 1.6.4. P > 0 ifand only if P = " |v;)(v;| for some set of vectors {v1,va, ..., v, }.
i=1

Theorem 1.6.5. Let P € M, and P = Y, |v;)(v;|,then p > 0 if and only if span{vy ... v, } = C™.
i=1

Theorem 1.6.6. Let P € M, be a Hermitian matrix.Then P > 0 if and only if determinant of its all

principal minors are positive.



1.7 Trace

Definition 1.7.1. Let A € M,,(K) then trace of A, denoted by, Tr(A) is the sum of all diagonal entries of A
TT(A) = Z Q-
=1

Proposition 1.7.2. Let A, B € M,,. Following statements hold true:
(i) Tr(AB)=Tr(BA).
(ii) Tr(A+B)=Tr(B+A).
(iii) Tr(zA)=zTr(A) for any z € C.

(iv) Trace of a matrix is invariant under unitary similarity transformation.

Tr(UAU™) = Tr(A).

1.7.1 Trace of an operator

Definition 1.7.3. Let V' be an n dimensional vector space and T € L(V') ,then Trace of T, denoted by,
Tr(T), is the trace of [T') g where (3 is any basis of V.

Remark 1.7.4. If 31 and 5 are two basis of V. Then there exists P € M, such that [T)g, = P[T]s, P~

Note 1.7.5. Tr(T') does not depend upon the basis. If 31 and (35 are two basis of H then T[Tz, = Tr[T|ga,
as it is very clear from the above remark.

Remark 1.7.6. Let T' € L(V') and + € V.Suppose that 1) is a unit vector in V. Then

Tr(T|)(4l) = (PIT1p). (1.4)

1.7.2 Properties of Trace

(i) Cyclic property of trace: Let A and B be two linear operators defined on n dimensional vector

spaces. Then,
Tr(AB) =Tr(BA).

(ii) Linearity of Trace: Let A and B be two linear operators. Then,
Tr(A+ B)=Tr(B+ A).

Tr(zA) = 2Tr(A) forall z € C.

1.8 Direct sum of vector spaces
Definition 1.8.1. Given vector spaces V and W their direct sum is defined as

VoW ={(v,w)veV,we W},



such that every element of this space has unique representation. It is a vector space with operations:
(vi,w1) + (v2, w2) = (V1 + V2, w1 + Wwa),v1,v2 € V andwy, we € W.

a(v,w) = (av,aw);a € K,v e V,w e W

Note 1.8.2. It is a Hilbert space with respect to the inner product
((v1,w1)|(v2,w2)) = ((v1,v2))v + (w1, w2))w Yv1,v2 € Viwy, w2 € W.

Where (.,.)y and (., .)w denote inner products on V and W, respectively.

Proposition 1.8.3. If {v1,va, ..., v, } is a basis for V and {w1, wa, ..., wy } is a basis for W, then
{(v1,0), (v2,0), ..., (Un, 0), (0, w1), (0, ws), ..., (0, w) } is a basis for (V & W) and
hence, dim (V & W)=dim(V )+dim(W).

Theorem 1.8.4. Let U be a subspace of a vector space V.. Then there always exist a subspace W of V' such
that V. =U & W.
1.8.1 Orthogonal Projection

Definition 1.8.5. Let M be a subset of an inner product space V. Then the orthogonal complement of M
denoted as, M+, is the set of all vectors in V which are orthogonal to every vector in M.

M+ = {veV|(u,v) =0Vu € U}.

Theorem 1.8.6. Let M be a subspace of an inner product space V. Then V. =U @ U+.

Definition 1.8.7. Let U be a subspace of an inner product space V and T : V — U.
Tw)=Tu+w)=u

where w € U,w € U~L. Then T is called orthogonal projection of V onto U.

Proposition 1.8.8. Let T : V' — U be orthogonal projection of V onto U. Then, following properties hold
true.

(i) Range(T)=U
(ii) Null(T)=U+~
(iii)) T> =T

(iv) T=T*

1.9 Bilinear mappings

Definition 1.9.1. Let X,Y and Z be vector spaces over a field K.Then mapping B : X xY — Z is called

Bilinear if the following conditions are satisfied.



(i) B(xz1+ z2,y) = B(x1,y) + B(x2,y) forallzy,20 € X andy €Y
(ii) B(cx,y) = ¢B(x,y), B(z,cy) = cB(z,y) forallr €¢ X andye€Y,ce K

Note 1.9.2. When Z = K bilinear mapping is called a bilinear form.
We denote the set of all bilinear forms as B(X x Y, Z). This is a linear subspace of space of all maps from
X x Y to Z and dimension of this subspace is dim(X).dim(Y).dim(Z).

Example 1.9.3. Let V' be an inner product space over a field K. Then an inner product is a bilinear map
fromV x V to K.

Example 1.9.4. Let V and W be two inner product spaces over a field K. Let ¢ € V* and v € W*. Then
the mapping B : V x W — K defined as B(v,w) = ¢(v).4(w) is a bilinear from.

Remark 1.9.5. Let V' be a vector space over a field K. Then bilinear map from V x V to K is same as
bilinear form V- x V to K.

1.10 Tensor Product

Motivation: Tensor product gives a way of putting vector spaces together to form a large vector space. This
construction is crucial to understand the Quantum mechanics of two or more physical system which we will
define in next chapter.

Definition 1.10.1. Given two vector spaces X and Y, then tensor product of X and Y is given by:
X®Y :=span {z @ y|lx € X,y € Y}, where x ® y is called elementary tensor which is a linear mapping
acting on the space of all bilinear maps.
x®y:B(X xY)— K given by
@ y(A) = (A z®y) = Az,y).
Elements of tensor product are called tensors.
Remark 1.10.2. For every x1,x2 € X,y1,y2 € Y and A € K. Following statements are true.
(D) (x14+22)QYy=21 QY+ 2 QY.
(i) 2@ (y1 +y2) =2 QY1 + 2 @ yo.
(iii) Mz ®y)=(Az) @y =2 (\y).

n
Definition 1.10.3. Given a nonzero tensor uw € X ® Y, then there exists n € N such that u = > x; ® y;.
i=1

i=
The smallest nonzero n such that the set {x1,xa,...,x,} and {y1,ya2, ..., yn} are linearly independent is
known as Schmidt rank or rank of u. Tensors of rank 1 are called elementary tensors.

Proposition 1.10.4. Let X and Y be vector spaces.

(i) Let E and F be linearly independent subsets of X and Y respectively. Then {x @ y|lx € E,y € F'} is
a linearly independent subset of X ® Y.



(ii) If {e;|i € I} and {f;|j € J} are bases for X, Y respectively then {e; ® f;|(¢,j) € I x J} is a basis of
X @Y .Hence, If X and Y are finite dimensional then dim(X ® Y) = dim X.dimY .

Proposition 1.10.5. If {e1, e, ...,e,} and {f1, fa, ..., fm } are bases for X, Y respectively and v € X @
Y .Then,

(i) There exists unique x1,...xym € X suchthatu =21 @ fi + 22 ® fo+ ... + Tin @ frn-
(ii) There exists unique y1,...,yn € Y suchthatu =e1 @ y1 + e2 @ ya + ... + € @ Yn.
Remark 1.10.6. It follows from proposition (1.10.5) that if dim(X) = n and dim(Y") = m then
(i) XV 2X®..5X (mcopies).
(i) XY 2Y @& ...0Y (n copies).
Moreover,the above isomorphism preserves linear structure of spaces.

Example 1.10.7. Consider the vector space C* over C. we will calculate C* @ C2. here, dim C* = 2 and
standard ordered basis is {(1,0), (0,1)}. we will use the Bra-Ket notation to define the basis of this vector
space. write |0) = (1,0) and |1) = (0,1). Then dim (C? ® C?) = 4 and

C* @ C? = span{|0®0),[0®1),[1®0),[1© 1)}
= span{|00), [01),]10), |11)}.

1.11 Tensor product and Linearization

The primary purpose of tensor product is to linearize a bilinear mapping. Let X,Y and Z be vector spaces
over a field K. We will show that the space of all bilinear mapping on X x Y is in one to one correspondence
with the space of all linear mappingson X @ Y.

Let A € B(X x Y, Z). We define a linear mapping

A: XY > Z

by

n

A(Z T Q) = ZA(iEi;yi)'

i=1
To show that above mapping is well defined. It is enough to prove that if
> (2 ®@y;) =0, then A(Z z; ®y;) = 0.

K2

Suppose that 3 x; ® y; = 0 then for each ¢ € Z*, the composition ¢ o A s a bilinear functional on X x Y.
So, '
¢(Z Alzi, yi)) = Z ¢ o Alzi,yi) = <Z T ®yi, o A) =0

and hence, > A(x;,y;) = 0. Therefore,/i is well defined.

Thus, Bilinear mapping A is associated with linear mapping A. This situation is described in following
diagram:



X XY XQ®Y

A

N

Z

The Universal property

Proposition 1.11.1. For every bilinear mapping A : X x Y — Z there exists a unique linear mapping
A:X®Y — Z such that A(z,y) = A(z @ y)Vz € X,y € Y.

Uniqueness of Tensor product

Proposition 1.11.2. Let X and Y be two vector spaces. Suppose there exists a vector space W and a bilinear
mapping B : X x Y — Z with the property that, for every vector space Z and for every bilinear mapping
A X XY — Z there is a unique linear mapping L : W — Z such that A = L o B.Then,there is an
isomorphism J : X @ Y — W such that J(x ® y) = B(z,y)V2 € X,y €Y.

1.12 Tensor product of Linear mappings

Definition 1.12.1. Let S : X — Eand T : Y — F be two linear mappings. Then define a map B :
XxY—=>EQFUby
B(z,y) = (Sz) @ (Ty).

Then, B is clearly a bilnear map. So, by proposition (1.11.2) , linearization gives a mapping
SRT: XT —-EQF

given by
SeT(zy)=(5Sr)® (Ty) forallx € X,y €Y.

Remark 1.12.2. If S and T are both injective (respectively, surjective) then S ® T is also injective (respec-
tively, surjective).



1.12.1 Tensor product of matrices

Let
A a1l a12
a1  G22
and
b b
p— | b2
bar b2

Then the tensor product A ® B is:

a11B a12B

AR B =
ang aggB

1.13 Tensor Product of Hilbert Spaces

Definition 1.13.1. Let Hy and H, be two Hilbert spaces with the inner product (., .) g, and {.,.) u, respec-
tively.Then tensor product of Hy and H, is given by:

Hy® Hy = Spll?’l{hl ®h2|h1 S Hl,hg S HQ},

where hy ® ho are elementary tensors act on the space of all bilinear mappings on Hy x Hs.

Let hy ® ho be an elementary tensor. Then hy ® hg : B(Hy x Hy,C) — C defined as:
hi @ ha(T) = T(hy, ha).

Remark 1.13.2. Tensor product of finite dimensional Hilbert spaces is a Hilbert space. For this, define a
function
() (Hi® Ha) x (Hy @ Hy) — C

by
(h1 ® k1lhe ® ka) = (hi1|he)m, -(k1|k2) H, -

Then (.,.) defines an inner product on Hy ® Hy. We call this inner product the Hilbert space tensor
product.

Note 1.13.3. If H, and H, are infinite dimensional, then H, ® Ho is not complete with respect to the norm

coming from inner product.

Theorem 1.13.4. Let Hy and Hs be two Hilbert spaces with orthonormal basis {¢;},cr and {n;};c re-
spectively. Then {¢; @ n; : i € I,j € J} is an orthonormal basis for H; @ Hs.

10



Proposition 1.13.5. Let K be a field. Suppose A € M,,(K) and B € M, (K) have eigenvalues X and p in
K. Then, A® I, + I, ® B has eigenvalue \ + .

Proof. Let v be an eigenvector of A corresponding to eigenvalue X and let w be an eigenvector of B
corresponding to eigenvalue p. Consider,

(AL, +I1,®B)(vew)=(AR1,)(vew)+ (I, ®B)(vew)
=AvQ ILhw+ I,,v ® Bw
=WRW+vR pw
= Mo @w) + pv @ w)

— A+ )@ w)

Hence, (A + p) is an eigenvalue of (A ® I,, + I,,, ® B).

1.14 Applications of Tensor Product

(i) Tensor product of two spaces is useful in studying the Quantum mechanics properties of
more than two physical system.

(ii) Tensor product is used to linearize the bilinear mappings.

11



Chapter 2

Introductory Quantum Mechanics

2.1 Introduction

This chapter gives a very brief introduction to Quantum mechanics. we begin with basic definitions
that will be useful in rest of the thesis. we study four postulates of Quantum mechanics. Then we
move to problem of distinguishable quantum system that gives a condition to determine the state
of the quantum system. We then turn to composite quantum system which makes use of tensor
product to define the state of such system. Here, we have a beautiful property of composite system
called Entanglement (where the joint state can not be written as a product of states of its component
system) which we will study in next chapter. We define Quantum gates and Quantum cloning. we
close this chapter with some applications of Quantum mechanics.

Definitions

(i) Physical system: A physical system is a portion of universe chosen for analysis. Everything

outside the system is known as environment.
(ii) Quantum system: A theoretical or actual system based on Quantum physics.
(iii) State: A unit vector in complex Hilbert space is called state of system.

(iv) Observable: The operators are called observables.In Quantum mechanics, observables are

unitary matrices.
(v) Closed system: A system that does not interact with outside world.

(vi) Composite System: A Physical system is said to be composite, if it is made up of two or more

quantum systems.

(vii) Qubit: In classic computer,a bit can be either 0 or 1. A Quantum bit or qubit is smallest
unit for information in Quantum mechanics. A qubit is a vector in two dimensional complex
vector space. The main difference between a qubit and a classic bit is that a qubit can stay
in the superposition of basis states. Suppose |0) and |1) forms an orthonormal basis of state
space. Then an arbitrary state vector in the state space can be written as

) = al0) +b]1).

12



for some complex numbers a and b are called amplitudes.
The condition that ) should be a unit vector is equivalent to (¢[¢)) = 1 which is same as
a>+ b2 =1.

2.2 Postulates of Quantum Mechanics

o The first postulate of Quantum mechanics describes the space in which Quantum mechanics

takes place.

Postulate 1. Associated to any physical system there corresponds a complex Hilbert space known
as state space of the system. The system is completely described by its space which is a unit vector
in the system state space.

o How does the state of a closed Quantum mechanical system changes with time? The follow-

ing postulate gives a description.

Postulate 2.The time evolution from ¢; to t; where t; <t of a closed quantum system is described
by a unitary operator U : H — H. on state space. If system is in state ¢ at time ¢;. Then system
would be in state U (%)) at time 5.

o The evolution of the system which does not interact with rest of the world is given by mea-

surement operators.

Postulate 3.The evolution of an open Quantum system is described by collection of operators called
measurement operator. It is denoted by M,,, where m denotes the outcomes that may occur in the
system. If the state of the quantum system is |¢)) immediately before the experiment, then the

probability that outcome will be m is given by

P () = (IMM*[p) = (Y|MM*9) = || M| 2.1)

And the state of the system after the measurement is given by M,,,¢/||M,,,¢||. The measurement
operators satisfy the completeness equation

> MM, =1.

o The following postulate describes that how the state space of a composite system is build up

from the state space of component systems.

Postulate 4. The state of a composite physical system is the tensor product of the state spaces of
component physical systems.

Example 2.2.1. We give an example of measurement of qubit on computational basis. This is a measurement
on a single qubit with two outcomes defined by two measurements operators My = 0)(0|, My = |1)(1].
Each measurement is Hermitian and

MZ = My
M? = M;.
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And
I = MM+ M;M, = My + M. 2.2)

Hence, I satisfies the complete relation.
Suppose that the state being measured is 1) = a|0) + b|1).
Then the probability of obtaining measurement 0 is given by:

p(0) = (| Mg Moly) = (¢|Mo|y)) = |a|*. (2.3)

Similarly,the probability of obtaining measurement 1 is p(1) = |b|2.
The state after the measurement in two cases are:

Mol)  a . Mly) b
= —|0), = —|1). 2.4
A @4

2.21 Problem of distinguish Quantum state OR Quantum Game

In the classical world distinct states of an object is distinguishable. But in Quantum mechanics, this sit-
uation is a bit complicated. Given distinct states of a quantum system, we can not always distinguish the
states. This situation is described by the following example.

Example 2.2.2. Let H be state space of quantum system. Suppose Alice has two states {1, ¢} and Bob
knows that quantum system takes these two states. Alice picks one and sends to Bob. Then,can Bob create a
measurement system M., to describe which one he is given.

We want M, and My such that

My = 0, My ||* = pr(v1) = 1, [ Mathr|| = 0, | Matha||* = pa(¢h2) = 1.

case 1. (1) L (v2):Let Hy = span(|¢n)).

Then H can be written as H = Hy @ span(|i)). -

Let My = |31) (¢ ]|. Then My is the orthogonal projection onto the span of 1.

let My = |1p2)()2|. Then My is the orthogonal projection onto the span of 1po. Note that

M3} = MyM, = My andM3 = M My = M. (2.5)
Let My = I — My — M. which is the projection onto the span of {11, 12}. note that

M?Z = M3 Ms = Ms. (2.6)
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Hence,

[ My ||* = (Myopy | Myty)

= (Y1]h1)

=1.
[Mitha|| = (Mitpa| Mi¢a) = 0.
[M291]| = 0. and
| Mool = 1.

Therefore, we can distinguish with certainty.

case 2. If states 1 and 1o are not orthogonal to each other then there is no Quantum measurements capable
of distinguish the states.

Consider the Quantum states |y1) = |0), |2) = a|0) + B|1), where «, B both are not equal to zero.

If a measurement is performed then 11 is projected to |0) with probability 1 and 1), is also projected to |0)
with the probability o # 0.

So,If the outcome is |0), then it is impossible to say whether state is |11) or |12).

Hence non orthogonal states can not be distinguished with certainty.

Remark 2.2.3. Given states {11, ..., Y, } which are linearly independent,there exists a measurement systems
My, ..., M, such that if it occurs, then state 1; is received.

2.3 Composite system

As described in Postulate 4 that the state of a composite system is tensor product of the state space of compo-
nent system. If the state space of composite systems are Hy, Ha, .., H,, and let i'" component be in state 1);,
then state of composite system is 11 @ ... @ Py,

Example 2.3.1. Suppose we have two systems.State of the first system is given by %|O> + %|1> and the
second is given by %|0> + L%|1>.Then state space of the composite system is C* ® C? = C* and state is

given by:
1 1 1 1 _10) ®10) + 10) ® ¢|1) 4 [1) ®[0) + [1) @ ¢|1)
_ |00) + ¢|01) + |10) + ¢|11)

2

where |00) = |0) ® ]0),]01) = |0) ® |1),]10) = |1) @ |0}, |11) = |1) ® |1)
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2.3.1 Measurements in Composite systems

Tensor product of operators:

Given R: H — H,T : K — K, there exists a unique operator
RT-HRK +HRK

given by

R@T(Z hi ® k'L) e Z(ha) X (Tki), whereh; € H, k; € KfOT’l <i1<n.

i=1 =1

Properties of tensor product of operators.

Theorem 2.3.2. (i) IfR,: H - H,T,: K — K, fori=1,2.then

(R ®@T1)(Re ®Ts) = (R1Ra) ® (ThT5.)
(i) (RIT)* =R*®T*.
Proof. (i) let h; € H, k; € K.Then

(R @T1)(R2®@T2)(D. hi ®@ki) = (RiRy@ThTo) (> h; @ k).
i=1 =1
R, ®T;,: H® K - H® K ,fori = 1,2 then,

and
(R1@T)(Re@To)(Y _hi @ ki) = (R @T1)(D>_ Rohy @ Y _ Tok)
i=1 =1 i=1

=Y (RiRoh; @ T\ Tok;)
i=1

= (RiR @ V'T2) (> hi @ k).
=1

PTOOf. (11) Let hl, ho € H and kl, ko € K. Then,

(h @ ki |[(R®T)"(he ® k2)) = (R®T)(h1 @ k1)|h2 @ k2))
= (Rh1 @ Tkilha ® ko)

= (Rhy|ho) g (Tkilke) K

= (M| R"ha) g (k1 [T ko)

=

hi ® kJ1|(R* ® T*)(hQ ® k2)>

Hence, (R T)* = R* @ T*.
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2.4 Quantum gates

Classical Computer circuit consists of Logic gates. Logic gates perform manipulation of informa-
tion converting it from one to another. Quantum analog of logic gates are unitary operator which
is represented by matrices. quantum gates in the form of linear operator interacts with qubit or

multiple qubits through tensor product operation.

Note 2.4.1. Firstly we will describe quantum gates which acts on single qubit and then we move to the
quantum gates which act on multiple qubits/Quantum register.

2.4.1 Quantum gates

o Pauli X gate: It is Quantum equivalent of ‘'NOT gate.It maps |0) to |1) and |1) to |0). It is represented
by Pauli X matrix.

X[g (j.

Pauli Y gate: It maps |0) to t|1) and |1) to —u|0). It is represented by Pauli Y matrix:

0 —u
¢o0

Pauli Z gate: It leaves the basis state |0) unchanged and maps |1) to —|1). It is represented by Pauli

Y =

Z matrix:

Z:E _01].

Hadamard gate: It maps |0) to 04D gnd 1) to 1921 Tt s represented by Hadamard matrix.

V2 V2
1 |1 1
H=—

Swap gate: It acts on two or more qubits. Multiple qubits are obtained by taking tensor product of

single qubits. Swap gate maps

10) ©10) = |00) — [00)
0) @ 1) = |01) — |10)
1) ©10) = [10) — [01)
1) ®|1) =]11) — |11).
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If we consider above as standard ordered basis then swap gate can be represented by the matrix.

SWAP =

S O O =
o = O O
o O = O
—_ O O O

o Controlled Gate: It acts on two or more qubits where one or more qubit acts as a control for some
operation.

Example 2.4.2. Controlled NOT gate: It performs the 'NOT operation on second qubit only when
first qubit is 1 otherwise it leaves it as it is. It maps

100) > |00)
01) - |01)
110) > [11)
|11) > |10).

This is represented by the matrix.

CNOT =

S O O =
o o = O
_— o O O
S = O O

Taffoli gate: It acts on 3-qubits. It is also called ‘CCNOT gate. It performs the NOT operation on
third qubit if first two qubits are 1. It maps

1000) > |000)
010) > [010)
100) > |100)
|110) + |111)
1001) > |001)
011) — |011)
101) + |101)
111) — [110)
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It is represented by the matrix.

CCNOT =

— O O O O © o o

SO O O B O O O O
o O = O O O O O
o = O O O o o o

SO O O O O o O =
S O O O O o~ O
o O O O O = O O
o O O O = O O O

2.5 Quantum cloning

Definition 2.5.1. Quantum cloning is a process that takes an arbitrary unknown quantum state and make

a copy of it without altering the original state.

Example 2.5.2. Consider the CNOT gate. Let this gate be represented by unitary operator U .Then U :
C? — C? is given by

U(]0) ®0)) = [0) @ |0)

U(l0) 1)) =10) @ [1)

U e1))=hHe|0)

U(l1) ®10)) = 1) @ 1)

From the last equation, It follows that CNOT can clone.Note that states given in last equation are orthogonal
to each other.

No cloning:

It prevents in producing further copies of an arbitrary Quantum state.

Example 2.5.3. Let 1) = aeg + fer = «|0) + 5|1). Let CNOT be represented by unitary operator U.Apply
U to ¢y ® e, we get

U(dl & 60) = U(aeo + [361) & eg = U(aeo ® 60) + U(561 ® 60.) (27)

Suppose U can clone . Then Eq. (2.7) should be equal to 1) ® .

But Eq. (2.7) turns out to be e ® eg + aff(e, @ €1 + €1 @ €g) + B%e1 @ e1. If aff # 0, then U can not
clone 1. The only case when U can clone 1 is either 1 = ey or 1) = e;.

Hence, In general it is impossible to have a universal unitary operator that can clone any arbitrary quantum
state. This gives a motivation for ‘No cloning theorem’.
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No cloning Theorem:

Theorem 2.5.4. An arbitrary Quantum state can not be cloned.

Proof. Let ¢ € H be any arbitrary state and U be a unitary operator that can clone . Then for all

1 € H.we have,
U @e¢)= (@)

Also,

U(=9)®¢) =U(=¢) @ (=) =4 @ ¢

Then,

U(=¢)©¢) =U(=(y® ¢))
=-Uy©e)
=—(ey).

which is a contradiction.

2.6 Quantum Parallelism

Consider the Hadamard gate which is represented by

g L[t
V21 -1

Let eg and e; be orthonormal basis for H..Then,

60+€1 |0> + |1>

HGOZ =

V2 V2
We write
Hegy® Heg ® ... ® Heg
n times
as

H"(eo ® €Q... ® 60) = (HEO) X (Heo) ®R...Q (Heo)

n times
7604’61 €0+€1 €0+€1
n times

20
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When n = 2, we have,

ey +e1 eo+61_eo®eo+eo®el+el®eo+el®el_(
V2 V2 (V2)? (

In general,
H”(eo & eg... @ 60) = (

‘ -

2D (ei@ey) 2.9)

1,§EZLa

>

D0 (e ®ey)

i, €LY

S

2.7 Applications of Quantum Mechanics

(i) The biggest application of a quantum computer is its ability to factorize a very large number
into product of two prime numbers. Most of the popular public key ciphers are based on the
difficulty of factoring integers or the discrete logarithm problem, which can both be solved
by Shor’s algorithm

(ii) Atomic clocks are the most accurate time and frequency standards known and are used as
primary standards for International distribution services. Inaccuracy of Atomic clock is due

to Quantum noise.

(iif) Quantum cryptography describes the use of quantum computation and quantum communi-
cation to perform cryptographic tasks or to break cryptographic systems.
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Chapter 3

Mathematical approach to Quantum

mechanics

3.1 Introduction

This chapter deals with mathematical analogy of quantum mechanics. It accomplishes two tasks,
firstly, it gives information about quantum system using density operator, even if state of the sys-
tem is not known. Secondly, it provides information about component system using the definition
of partial trace. We start with defining density operator. We will see that every idea of quantum
mechanics can be studied in terms of density operator. Based on this formulation, we will refor-
mulate the postulates of quantum mechanics. We study about partial trace and reduced density

operator. We close this chapter with some applications of density operator.

Definition 3.1.1. Consider a composite system made up of two component system. Let 1 be the state of the
composite system such that 1 can not be written as tensor product of states of component systems. Then this
phenomenon is called entanglement and state of the system is called entangled state.

%. We will prove that 1) is an entengled state

Example 3.1.2. Consider the two qubit state and 1) =
that is 1) can not be written as tensor product of states of component system. There does not exist single
qubit |a) and |b) such that 1) = |a) ® |by = |ab). On the contrary, assume that there exists two single qubit

ail b

la) = and |b) = "1 then
a21 ba1
1
_ |00y +[11) |0
1
a11b11
a11b21
lv) =
a21b11
a21b21
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After equating the corresponding entries of above two matrices, we get

abin =1

= a1 and by are both nonzero.

aijiba; =0
= by =0
aziby; =0
= a9 =0
aziby =1

= a9y and boy are both nonzero.

First two equations give as1be1 = 0. This is a contradiction.
Hence, state ) is in entangled state.

3.2 Density operator

Definition 3.2.1. An ensemble denoted by, {p;,;} is a set of states 1; together with the probabilities p; > 0

!
and > p; = 1.
i=1

7

Note 3.2.2. Given a measurement system {M, }, the probability of outcome c given this ensemble is,

l
Pa{pisi}) = Y pil Ma(¥i)|*. (SeeSec(1.2)) (3.1)

i=1

Definition 3.2.3. Consider an ensemble of states {p;,;}, then
density operator for this ensemble is defined as

l
p= pilta) (¥ (3.2)
i=1

Remark 3.2.4. Let p be the density operator arises from ensembles {1);,p;}. Let e,, denote an orthonormal
basis of H. Then the matrix representation of density operator with respect to given orthonormal basis is:

Prn = Zpi(<6m\1/fi>)(<wilen>)-

This matrix is called density matrix.

Example 3.2.5. Evolution of density operator for a closed quantum system: Suppose the evolution of
a closed system is described by a unitary operator U. Let {p;, 1;} be the ensemble of states. Density operator
corresponding to this ensemble is:

l
p=> pilti)(thil. (33)

i=1
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After evolution,state of the system is U(|4);)). Then the corresponding density operator is given as

l
P = pi(U) (Ulyi))* (34)
=1
l
= U)W U” (3.5)
=1
l
= U0 pilvi) (W)U (3.6)
=1
=UpU*. (3.7)

Measurement in terms of Density operator: Suppose we perform a measurement described by a measure-
ment operator M, .Let 1; be the initial state of the system. Let p(i) denotes the probability of getting state
|thi). Then probability of getting result m when initial state is 1; is

p(m/i) = (il My, My, |1i) (3.8)
= tr(My, My |i) (il).- (3.9)

It follows from equation (1.4)
By the law of total probability, probability of getting result m is

pm) = > p(l)p(mli) (3.10)
= 2_p(i)p(m}i) (3.11)
= 2 p(E)tr (M, M |1 (83]) (3.12)
= tr(3_ p() (M, Mo |1) (1) (3.13)
= tr (M, My D p(0)li) (W) (3.14)
= tr(M}, M, p)l. (3.15)

We will calculate the density operator of the system after obtaining the measurement result m. This formula
gives an elegant expression to calculate the density operator of the system if outcome m and the density
operator corresponding to the ensemble of state before measurement is known.

If the initial state of the system is |1);), then the state after obtaining the result m is

Mmhpi)
) = 3.16
W) = Tdalon)] (3.16)
Mm|wi>
= . 3.17
V(M Moy by (] G17)
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Let p,y, be the density operator after the measurement m.Then,
pim = > p(i/m)[thm) (W] (3.18)

By the law of probability

pli/m) = pli,m)/p(m) (3.19)
pi;m) = p(m/i)p(i) (3.20)
— tr (M, Mo [853) (8 ) (0)- (3.21)

Substitute the value of p(i, m) (Refer equation(3.20)) and value of p(m) (Refer equation (3.15)) in equation
(3.19), we get,

tr( Moy, My [90:) (i )p (i) '

pli/m) = == (3.22)
Substituting the value of |1y, ), (¥m|, p(i/m) in equation (3.18) we get,
_ N~ (Mo |i) (i | M, )t (Mo, My [93) (4] )p(2)
" M M DL M) e
_ MupM;,
= O (3.24)

Note 3.2.6. A quantum system whose state is exactly known is called pure state. Density operator for such

system is, p = |1) (| Otherwise, p is in mixed state of ensembles.

Note 3.2.7. Consider a quantum system is prepared in the state p; with probability p;. Then this system
may be described by density matrix

p=>_pipi

Justification: Suppose that p; arises from ensembles {p;;,;;} (i is fixed). Let p; denotes the probability
that system is in state ;. Then the probability that the state of the system is 1;; is p;p;;. Then,

p= ZZMMH%;‘)(%;‘)
= Zpi Zpij\¢ij><¢ij>
= sz'ﬂi
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3.2.1 Properties of Density operator

Characterization of Density operator: An operator p is the density operator associated to some ensembles
{pi, ¥:} iff it satisfies the following conditions:

1. (Trace condition) p has trace equal to 1.
2. (Positivity condition) p is a positive operator.

Proof. Assume that p = ) p;|¢;)(¢;| be the density operator associated to ensembles {p;, 1; }.

tr(p) = tr(ZpiWiWﬁiD
= pitr(|vi) (i)
= Zpi =1.

Hence, Tr(p) = 1.
We will prove that p is a positive operator. let 1) be any state vector. Consider,

(Wloly) = (I pilva) (Wil I¥)

= (Y| Z pili) (i|v) (It follows from the definition of outer product.)

= Zm@ll%)(%lw

= Zpi|<w|w¢>|2 > 0.

Hence p is a positive operator.
Conversely, Suppose that p is any operator satisfying Trace and positivity condition. We will show

that p is a density operator.
By hypothesis p positive. By Spectral decomposition theorem , p can be written as

p= Z)\ﬂej)(ejl

where |j) are orthogonal to each other. Since p is positive so A; > 0Vj. From trace condition,
>~ A; = 1. Therefore a system in state |j) with probability A; will have density operator p. that is
J

ensemble {);, e;} gives rise to density operator p.

3.2.2 Density operator for composite ensembles

Consider two physical system A and B with state space H4 and Hp respectively. Let {p;, ¢;}
be an ensemble in system A and {g;, ¢;} be an ensemble in system B. Then composite system is
represented by a density operator on H4 ® Hp.

Suppose that systems A and B are in state ¢; and ¢; with probability p;, g; respectively. Then
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Postulate 4 says that {p;q;, ¢ ® ¢;} is an ensemble in composite system. Then density operator for

composite system is given by:

Pcomposite = sz'%‘ W}z & ¢j><¢z b2 ¢j| (325)
1,J

= g (e (i) @ (16 (w5])- (3.26)
1,J

Note 3.2.8. Above theorem characterizes the density operator. We can define a density operator to be a
positive operator whose trace is equal to 1. This characterization allows us to rephrased the Basic postulates
of Quantum mechanics in terms of density operator. It has nothing to do with state of the system. Here Basic
unit is density operator.

3.2.3 Reformulation of postulates:

Postulate 1. Associated to any physical system is a complex Hilbert space known as state space of the
system. State of the system is completely described in terms of density operator, which is a positive operator
with trace 1 acting on the state of the system. If a Quantum system is in state p; with probability p; then
density operator for this systemis ) p; p;. Postulate 2: The evolution of closed Quantum system is described

7
by Unitary transformation. That the density operator p of the system at time t, is related to density operator
p' of the system at time to where t, <ty by
p =UpU*.

Postulate 3: Quantum measurements are described by a collection M, of Measurement operators. These
are the operators acting on the state space of the system being measured. The index m refers to the outcome.
If the state of the Quantum system is p immediately before the experiment then probability that outcome will
be m is given by:

p(m) = tr(M;, Myp).

and the state of the system after the measurement is
M pM,,
tr(My, Mmp)

The measurement operator satisfy the completeness relation

> MM, =1.

Postulate 4: The state space of the composite physical system is the tensor product of state space of the com-
ponent physical systems. Further, If we have system numbered 1 through n and state of the system number
i is 1p; then state of the composite system is 1 @ P2 ® ... @ y,.

Example 3.2.9. Criterion to decide if a state is mixed or pure: Let p be a density operator then show
that tr(p?) < 1 and it is an equality if p is a pure state.
justification: If system is in mixed state:
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we will prove that tr(ps) < 1.
p is a diagonalizable operator So, it is similar to a diagonal matrix D say = diag(p1, p2, ..-prn) and each

n
pi > 0 then p? is similar to D?. Hence,tr(p?) = > p?.
i=1

Z p; = 1, Square both sides,we get

i=1

n n
(Z p?) = pr + ( some positive terms) = 1
i=1 i=1

n
Z pi = 1 — ( some positive terms)<1.
=1

Hence,tr(p?) < 1
If system is in pure state 1 say, then p = |) (1|
Hence, Tr(p?) = ||p||* = 1.

Note 3.2.10. Two different ensembles of Quantum states can give rise to same density operator as shown in
following example:

Example 3.2.11. Suppose that a Quantum system with density operator is

3 1
p= i|0><0| + Z|1><1|'

Then system is in state |0) with probability 3/4 and it is in state |1) with probability 1/4. Define

o=+ ima
b=/ 2o - T

A Quantum system is prepared in the state |a) with probability 1/2 and in state |b) with probability 1/2.

and

Then corresponding density operator is

p = gladlal +12J8) 6] = 10)0] + 11|

that is these two different ensembles give rise to same density operator. Above discussion leads to a Question
that which class of ensembles give rise to same density matrix. it motivates the following theorem

Remark 3.2.12. The sets |1;) and |¢~]> gives the same density operator if and only if

i) = Z wig 1)
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3.3 Trace

Identify L(C™) as M,,.Let A(a;;) € M,,. Then
Z Qi = Z (ei]|Ae;).
=1

Proposition 3.3.1. Let {uy,ug, ..., u, } be an orthonormal basis for C™. Then,

tr(A) =Y (u| Au;).

i=1

Remark 3.3.2. Let R€ Hy,T € Hpthen R® T € Hy @ Hp. defined as

RRT(> hi@ki)=> (Rh; ®Tk;).

Proposition 3.3.3. Let R € Hy,T € Hp thentr(R® T) = tr(R)tr(T).
Proof. Let{es,ea,...,e,} and { f1, fo, ..., fm } be orthonormal basis for H 4 and H g respectively. Then

{fei® fi:1<i<n1<j<m}

is an orthonormal basis for R ® T'. Therefore,
tr(ROT)=> > ((e:®@ f)(R@T)(e; @ f;))

i=1 j=1

=3 (e @ £)|(Re:) @ (T'f;))

i=1 j=1

= Z Z<ei|Rei>HA (FlTfi) b

i=1 j=1

= (Z ei|Rei)) Z T fi))u
i=1 7j=1

= tr(R)tr(T).

Proposition 3.3.4. Let H4 and Hp be two finite dimensional Hilbert spaces then 7 : L(H4) ® L(Hp) —
L(H4 ® Hp)is an isomorphism.

Proof. Let dim(H4) = m and dim(Hpg) = n then
dimL(H,) = m?, dimL(Hg) = n? Hence, dim(L(H4) ® L(Hg)) = m?n?.
dim(L(H4 ® Hp)) = m?n?. Hence dimensions of both spaces are equal.

To show that 7 is an isomorphism, it is enough to show that 7 is injective.

we will show that ker(7) = {0}.
Identify L(Hp) as M,, which has a basis {F;; : 1 <i,j <n.}
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Chose an orthonormal basis { f1, f2, ..., fn} for Hp such that

fia j:l

Eiifi =
0, Jj#l

Given X € ker(7). Then from proposition (1.10.5) there exists unique X;; € L(H 4) such that

X=> Xi;®E;

i,j=1
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claim: X = 0.
X =0ifand only if X;; = 0V1 <4,j < m.
It is enough to prove that X =01<i4,5<m
T(X):HA®HB—>HA®HB

T(X)(h®l) = (Xij ® Eij)(h®1)

AMS

i,j=1

Ms

(Xijh) ® (Eil)

i,j=1

Above equation is true forall h € Ha,l € Hp.
pick [ = f;. Then,

0=7(X)(h® fi)

= > (Xyh) ® (Bij fr)

= > (Kub) & (£)

thatis X;;h = 0V1 <4 <nand Vh € H. This implies X;; = 0V:. Repeat this process for all [ and get
X;; = 0 for all [. Therefore,X = 0.

Note 3.3.5. Above theorem is useful in defining partial trace.

Note 3.3.6. Recall from chapter 1.Let H 4 and Hp be two finite dimensional Hilbert spaces with dimensions
m and n. Then

Ho® Hp = Hy @ ... ® H4(n copies).
Hys® Hp = Hp @ ... ® Hp(m copies).

Proposition 3.3.7. Let H 4 and H g be two finite dimensional Hilbert spaces with dimensions m and n.Then
L(HA® Hp) = L(HA & ... ® Ha)(n copies).

L(Hs® Hg) 2 L(Hg @ ... ® Hg)(m copies).

3.4 Partial Trace

We will use proposition (3.3.4) in defining Partial trace.

Definition 3.4.1. Suppose we have Physical systems A and B with corresponding state spaces are H 4 and
Hp. Then Partial trace over system B, denoted as trp is defined by

trg: L(Ha® Hp) — L(Hjy)
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We define this map as follows:
Identify L(Hy @ Hp) = L(Ha) ® L(Hp).

Given
X =Y R;®T;. Then,
trp(X) = Ztr(Ti)Ri.
Define,
A: L(HA) X L(HB) — L(HA)
such that

(R,T) — tr(T)R

Then, A is a bilinear mapping.By universal property of Tensor product,there exists a linear mapping A :
L(H,) ® L(Hp) — L(H4) such that

A(R®T)=A(R,T).
map A coincides with the map trp(X). Hence it is well defined. Given X € L(Ha ® Hp). We write
XB = tT’A(X) € L(HA).

Similarly,
trp : L(HA) X L(HB) — L(HA)

such that
(R,T) — tr(R)T

Given X € L(Ha ® Hpg). Wewrite X4 = trp(X) € L(Hp).

3.4.1 Another way to define partial trace

We will give an explicit formula to calculate the partial trace trp and tr o with the assumption that H 4 and
Hp, are finite dimensional Hilbert space. Let dim(H 4) = m and dim(H 4) = n.

Identify L(Hp) = M, which has a basis {E;; : 1 <i,j <n.}

Chose an orthonormal basis { f1, fa, ..., fu} for Hp such that

fi7 j:l
Eiifi =
0, j#I

Given X € ker(r). Then from ?? there exists unique X,;; € L(H 4) such that

X = ZXij®Eij

ij=1
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Then,Partial traces are given by:

trp(X) =trp( Y Xi; ® Eyj)
i,j=1

= Z XijtT’(Eij)
i.j

= Xy € L(Ha)

tra(X) =tra( Z Xi; ® Eyj)
i,j=1

= Z EijtT(Xij)
i.j

= Z EijtT(Xij) S L(HB)
i.j

3.4.2 Reduced density operator

The biggest application of density operator is to provide a tool to get information about subsystems of com-

posite system.

Definition 3.4.2. Suppose A and B be two physical system and pap be the density operator for composite
system. Then reduced density operator for system A is denoted by,p 4 is:

pa =tre(pan)

where trp is the partial trace over system B. Reduced density operator p 4 describes completely all properties

of component system A when system B is left unobserved.

3.5 Applications

(i) Superdense coding is surprising application of Quantum Information theory. This technique is used
to send two bits of classical information using only one qubit. Entanglement is used to accomplishes
this task.

(ii) A Quantum Computer is a device that makes direct use of Quantum mechanics Phenomenon such as
superpositions, entanglement and Quantum Parallelism, to perform operations on data.
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Chapter 4

Positive matrices

4.1 Introduction

Chapter 4 focuses on basic definitions and crucial results regarding positive definite matrices. It includes
some equivalent conditions of a positive definite matrix. We study about block matrices and contractions.
This section includes equivalent conditions for a block matrix to be positive in terms of contraction maps.
These result will be used very frequently in later chapters.

Throughout, we assume the scalar field is C. Let M,,(C) denotes the space of all n x n matrices over
C. We consider finite dimensional Hilbert space throughout the chapter. we denote them by H,H, and H,
etc. Let L(H) denotes the space of all linear operators on Hilbert space H. If H = C™, then M,,(C) can be
identified with B(H).

Definition 4.1.1. A matrix A € B(H) is called
1. positive if (Az,z) >0 forallz € H.
2. strictly positive if (Az,x) >0 forallx € H,z # 0.

Note 4.1.2. If A is a positive matrix, then we denote it by A > 0 and if A is strictly positive matrix, then
we denote it by A > 0.

Theorem 4.1.3. Let A € M, (C). Then,
1. (1) A>0 & A= A* and all its eigenvalues are non-negative.
(b) A >0« A= A" and all its eigenvalues are positive .

2. (1) A>0< A= A" and all its principal minors are non negative.

(b) A> 0 < A= A* and all its principal minors are positive.

3. (1) A> 0 < A= B*B for some matrix B € M, (C).
(b) A> 0« A= B*Bwhere B € M,(C) is non-singular.

4. (1) A> 0 < A=T*T for some upper triangular matrix T.
(b) A >0« A=T"T for a unique upper triangular matrix T.
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5. (a.) A > 0 < there exists x1,xa, ..., xn, € C" such that
aij = (i, 7).
(b.) A > 0 < there exists linearly independent vectors x1, 2, ..., x,, € H such that

aij = (i, ).

4.2 Examples

1. If Ais a diagonal matrix with all its entries are positive, then A is a positive matrix.
2. Let A € M,,(C) be a positive matrix. Then, X*AX is positive for any X € M, (C).
3. Let A1, A2, ..., A, be positive real numbers. Then, the matrix A = a,;, where,

_ 1
BPYEDY

aij
is positive matrix and is called Cauchy matrix. Since,
oo
aij = / e” it gy
0

if we define fi(t) = e~ 1 < i < m.then, a;; = (fi, f;)-
By axiom (5)(a) of theorem (4.1.3) above, A is positive.

If M, A, ...y Ay are complex numbers with positive real parts, then the matrix A = (a;;) where,

is positive.

Definition 4.2.1. 1. Let A = (a;;) and B = (b;;) € M, (C). Then, the Schur product of A and B is
deﬁned b]/ (A o B)” = (aijbij).

2. The symmetrized product of A and B is the matrix S = AB + BA.

Definition 4.2.2. Let K be a subspace of a Hilbert space H and P be an orthogonal projection onto KC. Define
an operator V' : K — H such that V is the injection of KC into H. Then, an operator A € B(H) can be written

in block matrix form

All A12
A21 A22

the operator, V*AV = Ay, is called compression of A onto K. Similarly, Other Block matrices A;; can
be obtained by defining the operator V accordingly.
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Proposition 4.2.3. A matrix A is positive if and only if all its compressions are positive.

Proof. Every compression of A is of the form V*AV for some V' € B(K). Hence, result follows by
(2) of example (4.2). Thus, all principal submatrices are positive.

Conversely, let all principal submatrices are positive. Clearly A is hermitian and one calculation
shows that coefficients of characteristic polynomial alternate in signs. Hence, By Descartes rule all
roots of A are non-negative. Therefore, A is positive, by 1(a) of theorem (4.1.3).

4.3 Properties

1. Sum of two positive definite matrices is again positive definite.

Proof. Let A, B € M,,(C) be two positive matrices. Consider z € C”.
Then, we have,
((A+ B)z,z) = (Az,x) + (Bz,z) > 0.

Hence, A + B is positive. O
2. Tensor product of two positive matrices is positive.

Proof. Let A, B € M,,(C) be two positive matrices. Consider
r®y € C"®C". Then,

(A Bz Qy,zQy) = (Az,z).(By,y) > 0.

Hence, A ® B is positive. O
3. Hadamard product of two positive matrices is positive.

Proof. 1t directly follows from proposition 4.2. Since, A o B is compression of A ® B, which is
positive. Hence, A o B is positive. O

Remark 4.3.1. 1. Multiplication of two positive matrices need not be positive.

2. Symmetrized product of two positive matrices need not be positive.

Let

and
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Then, It can be seen that their Symmetrized product is not positive but A and B are positive.

Proposition 4.3.2. Let A and B be hermitian and suppose A is strictly positive. If the symmetrized product
S = AB + BA is positive (strictly positive) then B is positive (strictly positive).

Proof. Since, B is hermitian So, there exists an orthonormal basis such that B = diag(A1, Aa..., \pn),
the diagonal matrix with diagonal entries (A1, A2..., A,,). Then, s;; = 2A;a,;. Since, all the diagonal
entries of a positive matrix are positive and S* = S Hence, A; > 0. Therefore, B is positive. O

Proposition 4.3.3. If A and B are positive and A > B, then AY/? > B'/2.
Proof. We have the identity

X+Y)(X-V)+(X-Y)(X+Y)
2

X -y?=
If X and Y are strictly positive then X + Y is strictly positive. So, if X% — Y? is strictly positive
then, X — Y is positive by proposition (4.3.2). O

Definition 4.3.4. Let A and B € B(#H). We say that A is congruent to B and write A ~ B, if there
exists an invertible operator X € B(H) such that B = X*AX. If X is unitary, we say that A is unitarily
equivalent to B.

Definition 4.3.5. Let A = A*, then inertia of A is the triples of non-negative integers

where m(A), ¥ (A),v(A) denote the number of positive, zero and negative eigenvalues of A.
Remark 4.3.6. Two hermitian matrices are congruent if and only if they have the same inertia.

Remark 4.3.7. Two hermitian matrices are unitarily equivalent if and only if they have same eigenvalues
(counted the multiplicity).

4.4 Block Matrices
A 2n X 2n matrix of the form

A B
¢ D

is called block matrix where A, B,C, D € M, (C).
Before proceeding, we will fix some notations for Block matrices.

Theorem 4.4.1. Let A € B(H). Then, 3 a unitary operator U € B(H) and a positive operator P such that
A=UP

Theorem 4.4.2. Let A € B(H). Then, 3 unitary operators U,V € B(H) and a diagonal operator S which
consists all singular values of A such that A =USV.
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Definition 4.4.3. Let A € B(H). Then, norm of A, denoted as || A|| and is defined as:

1]l = sup |[|Ax]]

llzll=1

Remark 4.4.4. Let A, B € B(H). Then,

L ||AB[ < [|A][|B]|.
2. [|All = [1A%].
3. |A|| = ||{UAV|| for all unitaries U and V.

4. [|A*All = |A]]>.
Definition 4.4.5. An operator A is said to be contractive if ||A|| < 1.

Proposition 4.4.6. The operator A is contractive if and only if the operator

I A
A* T

is positive.

Proof. We will prove it by induction on dim#. If dimH = 1 then theorem says that if « € C if and

only if the matrix

]

is positive. To prove the theorem for general case, we will use singular value decomposition of
matrix A. Let A = USV Then,

I Al I USv

A 1| | vsur T

U 0 I S Us 0
X X

0 V* S I 0 Vv

This matrix is unitarily equivalent to

I S
S I

which in turn is unitarily equivalent to the direct sum
1 s 1 s,
s1 1 Sn 1

38

52

) D..0

52



These 2 x 2 matrices are all positive if and only if s; < 1 thatis [|A4|| < 1.

Proposition 4.4.7. Let A, B € M, (C) be positive. Then

A X
X* B

is positive if and only if X = AY/2K B/? for some contraction K.

Proof. Assume that A and B are strictly positive. Then,

A X
X* B

A X
X* B

A1/2 0
0 B~1/2

0 B71/2

ATV2 0 ]_

A71/2XBfl/2
B*l/QX*Afl/Q

0
I

Let K = A='/2B~1/2. Then by proposition (4.4.6 ), above block matrix is positive if and only if K

is a contraction.

Proposition 4.4.8. Let A and B be two n x n strictly positive matrices then

A X
X* B

is positive if and only if A > XB~1X*.
Proof. We have,

A X
X* B

A X

0 I X* B

[ I —XB!

Clearly, above block matrix is positive if and only if A > X B~1X*.

Proposition 4.4.9. Ann x n matrix A is positive if and only if

A A
A A

is positive.

Proof. Above block matrix can be written as:

A1/2 A1/2
0 0

A A
A A

A2
AV?
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Now, proof directly follows from axiom (3) of theorem (4.1.3) by taking

A1/2 A1/2
5= | |

0 0

Corollary 4.4.1. Let A be any n x n matrix. Then,

Al A
A |A%

is positive.

Proof. We will use the polar decomposition of A. Write A = UP . Then,

A A
A A

P PU*
ur UPU*

I 0
0 U

P P
P P

I 0
0 U~

Now, proof directly follows from proposition (4.4.9) and example 4.2(ii).

Corollary 4.4.2. Let A € M,, be a normal matrix. Then,

Al A
A 4]

is positive.

Proof. If A is normal then, |A| = |A*|. Proof directly follows from corollary (4.4.1)

4.5 Norm on the Schur Product
Let A, B € M., (C) Define S4 : M,,(C) — M, (C) by

Sa(X)=AoX forall X € M, (C).
where A o X denotes the schur product of A and X. Then,

1Sall = sup [[Sa(X)|| = sup [[Sa(X)|].
[1X]1=1 [1X11<1

Theorem 4.5.1. (Schur) Let A = a;; be a positive matrix. Then,

[|Sal| = max ay;
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Proof. Let||X|| < 1. Then, by proposition (4.4.6)

i

is positive and by proposition (4.4.9)

A A
A A

is positive. Hence, Schur product of above two block matrices is positive that is

Aol Ao X
(Ao X)* Aol

is positive. So, by proposition (4.4.7), Ao X = (Ao I)'/2K(A o I)'/? for some contraction K.
Hence, |[(AoX)|| <|[(AoI)|| =mazx ay.

Therefore, ||Sa|| = maz a;;. O

Note 4.5.2. For each matrix X, Let || X.||= maximum of Euclidean norms of columns of X. It defines a
norm on My, (C) and ||X.|| < || X!

Theorem 4.5.3. Let A € M,, be any matrix. then,
1Sall < inf {[[Xcll[[Yell : A= X"V}
Proof. Let A= X*Y. Then,

XX X*Y
Y*X Y*Y

X*OXXY
Y* 0 0 0

is positive. Let Z € M,,(C) such that || Z|| < 1. Then, by proposition (4.4.6)

I Z
z* I

is positive. Hence, Schur product of above two block matrices is positive that is

(X*X)oI (X*Y)oZ
(X*YoZ)* Y*VoI

is positive . So, by proposition (4.4.7) , X*Y 0 Z = (X*X o I)*/2K(Y*Y o I)'/2 for some contraction
K. Thus,
|40 Z|| < [[X*X o I|I2||Y*Y o I||'/% = || X]|c][Y |-

Therefore,
[[Sall < inf {[|Xc|[|[Yc]|: A= X"Y.}
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Chapter 5

Positive Linear maps

5.1 Introduction

Chapter 5 deals with the concept of positive linear maps. First few sections include the definition of positive
linear maps, basic examples and properties. Kadison's inequality, Choi’s inequality, Choi’s theorem

and The Russo-Dye theorem are the main results of this chapter.

5.2 Representation

Definition 5.2.1. A linear map ® : M, (C) — M;,(C) is called representation if it satisfy the following

properties:
1. preserves product that is ®(AB) = ®(A)®(B) forall A, B € M,,(C).
2. preserves adjoint that is ®(A)* = &(A*) forall A € M, (C).

3. preserves the identity that is ®(I) = (I).
5.2.1 Examples
1. Let U € M,,(C) be such that UU* = U*U = I. Define a map
P : M,(C) — M,(C)

by
®(A) =U*AU, forall A € M,(C).

Then, ® is a representation on M, (C)

Definition 5.2.2. Let A € B(H) then spectral radius of A denoted as r(A) is
r(A) =sup{|\|: A € o (A)}.

where o(A) denotes the spectrum of A.
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Note 5.2.3. Let A € B(H) be a self-adjoint operator. Then,
1. ||A]| =r(A).
2. [|A*Al| = [|A[*.

3. r(®(A)) < r(A) where ® is a representation.

5.2.2 Properties

1. Every representation has norm 1.

Proof. Let @ : M, (C) — Mj(C) be a representation.
Then,

12(A)|* = [|@(A) @(A)|
= [|[®(A"4)
=rd(A%A)
<r(A*A)
= [|A”A]]
=147

Thus, ||®(A)|| < ||A|| for all A. Since, ®(I) = (I). It follows that, ||®|| = 1. O

2. A representation carries orthogonal projection to orthogonal projection, unitaries to unitaries and it
preserves unitary conjugation.

5.3 Positive maps

Definition 5.3.1. A linear map ® : M,,(C) — M} (C) is called
1. positive if ®(A) > 0 forall A > 0.
2. strictly positive if &(A) > 0 forall A > 0.
3. unital if ®(I) = 1.

Remark 5.3.2. A positive linear map is strictly positive if and only if ®(I) > 0.

5.3.1 Examples

1. Every projection is positive.

Proof. Let P be a projection. Then, P = P* = P2, Then, for all z € H we have,
(Px,x) = (P?z,x) = (Px, Px) = ||Pz||* > 0. O
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. Let @ : M,,(C) — C defined by
O(A) =tr(A)

where tr(A) denotes the trace of the matrix A.

. Every representation is positive.

Proof. Let ® : M,,(C) — My(C) be a representation. Let A € M,,(C) be positive. Then, A can
be written as A = B*B for some B € M,,(C). Then,

®(A) = ®(B*B) = ®(B*)d(B) = (B)*®(B). (5.1)
Hence, by theorem (4.1.3), ®(A) is positive. O

. ®: M,(C) = M, (C) defined by
P(A) = A"

where A'™ denotes the transpose of A.

. Let ® : M, (C) — C defined by
(I’(A) = Z Ajj-
4,3

Proof. Lete = (1,1,...1) € C™ Then, ®(A) = (e, Ae). Since, A > 0, we have, ®(A) > 0. Hence,
® is a positive linear functional. O

. Let X € M,,xx(C). Then, the map ® : M, (C) — C defined by
®(A) = X*AX, forall A € M, (C)
is a positive linear map.
. Let B € M,,(C) be a positive matrix. Then,the map defined by ® : M,,(C) — M,2(C) defined by
®(A)=A® B forall A€ M,(C)
is positive linear map. Hence,the map
o : M,(C) — M,(C)

defined by
P(A)=AoB

is positive.

. we have proved that sum of two positive matrices is positive and space of positive matrices is closed
under multiplication by a positive scalar. Hence, any positive linear combination of positive matrices
is positive. Any convex combination of positive unital map is positive and unital.
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5.3.2 Properties
Theorem 5.3.3. Let @ : M,,(C) — M,,(C) be a positive linear map. Then, ®(A*) = ®(A)*.

Theorem 5.3.4. (Kadison’s inequality:) Let ¢ : M, (C) — M, (C) be a positive and unital map. Then, for

every hermitian matrix A, we have,
D(A)? < (9(A%)).

Proof. By the Spectral theorem,we have
A=>"X\Pjand > Pj=1 (5.2)
j=1 j=1

where )/ are eigenvalues of A and Pj; are mutually orthogonal projections. Therefore, A? =

n
A3 P;. Hence,
,:1

J

B(A) = DN B(F)), B(A%) =Y A28(P)) and Y @(P)) = L.

j
Note that ®(P;) is positive. Consider,

LNR(Py) SN e(F)
LNR(P) X e(P)

(A?%) @(A)
o(A) T

=2 | var) o)

J j

:zj: v

which is positive. Now, proof follows directly from proposition (4.4.8) by taking X = ®(A). Hence,

B(A)? < B(A2).
O

Theorem 5.3.5. Let ® : M, (C) — M, (C) be positive and unital linear map. Then, for every normal
matrix A. we have,

B(A)D(A*) < B(A*A)  and  B(A*)D(A) < B(A*A).

Proof. The proof follows in the similar lines of the proof of previous theorem. From equation 5.2,

we have,

A* = zn: )\_ij
j=1
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and

ATA = i)\?Pj, Y p=1
j=1

Consider,
(A% ©(4) | | PN
d(A) I _;[ A 1]@)(@@))'

The above matrix is positive and rest of the proof directly follows by taking X = ®(A) in
theorem (4.4.8). Hence, ®(A)P(A*) < ®(A*A). O

Remark 5.3.6. 1. A positive linear map carries hermitian matrices to hermitian matrices and unitaries
to contractions.

2. If Ais normal, then ®(A) need not be normal.

Example 5.3.7. Let @ : M(C) — M3(C) be defined by

where a, b, c,d € C.
Clearly, ® is positive. Let

0 1
=0
1 0
Here, A is normal. But ®(A) is not normal.

Theorem 5.3.8. Let ® be strictly positive and unital. Then, for every strictly positive matrix A, we have

O(A) T < (A7),

Proof. Proof follows by theorem (5.3.4). O

Theorem 5.3.9. (The Russo- Dye Theorem:) If ® is positive and unital,then ||®|| = 1.
Corollary 5.3.3. Let ® be a positive linear map.Then, ||®|| = ||®(I)]|.

In the next section, we ask three questions regarding positive linear maps. They are:

1. corollary (5.3.3) of The Russo-Dye theorem says that every positive linear map attains its norm at iden-
tity. Is the converse true, that is if a Linear map attains its norm at identity, then must it be positive?
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2. We restrict the linear map on a subspace of M, (C). Then, do we still have the theorem like Russo-Dye
theorem?

3. By Hahn- Banach theorem, we can say that every linear functional on a linear subspace of M, (C)
can be extended to a linear functional on M,,(C). So, we may ask the similar question that whether
a positive linear functional on an operator system S of M, (C) can be extended to a positive linear
functional on M,,(C) ?

In answer to question 1, we present some examples of linear maps which attain their norm at identity but
they are not positive. We present a result which says that the converse of The Russo-Dye theorem is true
for every linear functional.

Definition 5.3.10. A linear subspace S of M, (C) is called an operator system if it is closed under the
operation * and it contains identity I.

Example 5.3.11. 1. The space of all symmetric matrices
2. space of all skew-symmetric matrices and
3. space of all diagonal matrices are operator system of M,,(C).

Note 5.3.12. 1. Let T : H — H be a linear operator. Then T can be written as T = A + iB where A
and B are self adjoint operators. This is called the cartesian decomposition of T

2. Every hermitian matrix A on an operator system can be written as difference of two positive definite
matrices.

Lemma 5.3.13. Let S be an operator system of M,,(C) and
d:S— M;, ((C)

be a positive linear map. Then, ®(A*) = (®(A4))*.
Theorem 5.3.14. Let ® : S — M;,(C) be a positive linear map. Then,
1. [|2(A)|| < |2(D)]].]|A]| forall A€ Ss., where S, ., is the space of all self-adjoint operators on S.
2. (|60 < 2DIIT|| forall TeS.
Moreover, If ® is unital then,
|®(A)|| < ||Al| forall A € S,q.and ||¢(T)|| < 2||T|| forall T € S.

Proof. Note thatif P € S be positive. Then, 0 < P < ||P||I thatis ||P||/I — P > 0.
Let A be a hermitian matrix. Then, A = P, — P_ where P, and P_ > 0.

Since, ||A|| < max{||Py||, ||P-]|}, we have,

[R(A)]] < maz{[|[@(Py)]], [|@(P-)[I}
= maz{||Py|], |[P-[[}|®(D)]]-
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Second part can be proved by using the Cartesian decomposition of A and then part(I). O

Theorem 5.3.15. Let ¢ be a positive linear functional on operator system S. Then, ||¢|| = ||6(I)]]-

Theorem 5.3.16. Let ¢ be a linear functional on operator system S such that ||¢|| = ¢(I). Then, ¢ is

positive.

Theorem 5.3.17. (The Krein extension Theorem:) Let S be an operator system in M, (C). Then, every
positive linear functional on S can be extended to a positive linear functional on M,,(C).

Theorem 5.3.18. Let ® : S — M;,(C) be a unital linear map such that ||®|| = 1. Then, ® is positive.
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Chapter 6

Completely Positive maps

6.1 Introduction

Chapter 6 deals with the study of completely positive maps which are particular class of positive linear maps.
We start with the definition and examples of completely positive maps. Choi’s Theorem the Stinespring
dilation theorem are the main results of this thesis. They give a characterization of all completely positive

maps in various settings.

Definition 6.1.1. Let M,,(M,,) be the space of all m x m block matrices [[A;;]] whose (i,j) entry is an
element of M,,(C). Every linear map ® : M, (C) — My (C) includes a linear map ®,,, : M,,(M,(C)) —
M., (M}, (C)) defined as

O [[Aij]] = [[2(Ai)]] 5 [[Ail] € M (Mn(C)).

we say that the map ® is
1. m-positive if ®,, is positive.
2. completely positive if ®,, is positive for all m € N.

Example 6.1.2. 1. Every representation is completely positive.

Proof. Let® : M,,(C) — My (C) be arepresentation. Consider, ®,,, : M,,(M,,(C)) — M,,(M;(C))
defined as
D [[As]] = [[@(Ai)]]-

We will prove that ¢, is positive. Since,®,, is unital and has norm 1. Hence, ®,, is positive.

Therefore, ¢ is completely positive. O
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2. Let V. e C*¥ and ® : M,,(C) — My(C) be defined by
P(A)=V*AV A € M,(C).
Then, ® is completely positive.
Proof. We will prove that ®,, : M, (M,,(C)) — M,,(M(C)) defined by

©r[[Ayj]] = [[2(Ai)]] = [[V* A5 V] 2 0.
It is enough to prove that

([[@(Aij)]Jzj, @) > 0 forall z; € C.

Consider,

([[@(Ai)]Jzj, zi) = (V7 (Aig) Vg, i)
= (A (V(z)), (V(2i))) = 0.

O

Theorem 6.1.3. Let @ : M,,(C) — M,,(C) be a linear map. Then, ® is completely positive if and only if ®
is of the form ®(A) = 3_V;* AV, for all A € M, (C) and Vi € My (C).

In next section, we will consider linear maps whose domain is the linear subspace S of M,,(C) and whose
range is M;,(C). we will give a bijective correspondence between L(My(S),C) and L(S, M}, (C)). We will
establish this correspondence now.

Let ® : S — M, (C) is given. Then, define ¢ : My (S) — C by

k

> (@i Sij €S (6.1)

i,j=1

T =

o[[Si]] =

where [A); ; denotes the (i, j)th entry of the matrix A.

Conwversely, Let ¢ : My (S) — C be given. Then, define ® : S — M;,(C) by
[@(A))i,; = ko(Ei; ® A) 6.2)

where E;;,1 < 4,j < k are unit matrices in My,(C).

Theorem 6.1.4. Let S be an operator system in M, (C) and & : S — M, (C) be a linear map. Then,the
following conditions are equivalent:

1. @ is completely positive.
2. & is k-positive.

3. the functional ¢ defined in (6.1) is positive.
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Proof. (1.) = (2.) is clear. Since, a completely positive map is m-positive for all m € N.
(2.) = (3.) Let {¢; : 1 < j < k} be a basis for C¥. Consider a vector z = ¢, @ €3 & ...e; € C¥. Then,

k

ISl = 5 D[Sy 63)
1 wk_

= 1 3 fen @Sl 64

= (o, [2(5i)]J) 63

we will prove that ¢ : M(S) — C is positive. Let (S;;) be a positive element of M (S) where
(Sij) € Mp(C)V 1 <4,j <k.Then, It is clear from equation (6.3) that ¢ is positive.

(3.) = (1.) Assume that the functional ¢ is positive. We will prove that the linear map ® is
completely positive. Since S is an operator system of M, (C). So, M(S) is an operator system
of My (M,C). Since ¢ : My(S) — C be a linear functional. By The Krein Extension Theorem, ¢
can be extended to the entire space Mj,(M,,(C). Let ¢ : My,(M,(C)) — (C) be the extended linear
functional. Then, there exists a linear map ® : M,,(C) — M (C). Clearly, ® is an extension of ®. It
is enough to prove that ® is completely positive. Let m be a positive integer. Consider,

(I)'m : Mm(Mn(C)) — Mm(Mk(C))

. We will prove that ®,, is positive. Every positive element of M,,(M,(C)) can be written as

sum of matrices [[AfA;]] where A;, 1 < j < m are elements of M, (C). It is enough to prove that

[®(ALA;)]] € My (C) is positive. Let z € C™*-. Then, = can be written as z = 21 & 22 & .7, T; €
k

CF and z; = 21 ¥jpep. Consider,
=

(@, [[D(A7 A Jz) = > (6.6)
ij=1
= (25, D(A]Aj)z;) (6.7)
m k
= Z Z ¢;p¢jqkq~$(qu ® A7A;) (By Equation (6.2).) (6.8)
4,7=1p,q=1

For 1 <i <m,let X; € My(C) such that

Yiw iz . Yk
0 o ... 0
0 0 0
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Then

[Xi*Xj}pq = ¢;p¢jq (6.9)
k
= Z w_ipquEpm (6.10)
p,q=1

So, equation (6.6) can be written as

(@, [R(A;A))|lz) =k Y (X[ X; ® A A))

ij=1
= k(i)((ZXZ ® Ai> ((ZXl ® Ai>) > 0. Since qg is positive.
i=1 i=1

Hence, @ is positive.

6.2 Banach algebra

Definition 6.2.1. Let A be a nonempty set then A is called an algebra if
1. (A,+,.) is a vector space over F.
2. (A, +,0) isaring.
3. (aa)ob=a(aob)=ao(ab).forallaa € Fand a,b e A
Definition 6.2.2. An algebra A is said to be:
1. real or complex according to the field F = R or F = C respectively.
2. Commutative if (A, +, o) is commutative.

3. unital if (A, +, o) has a unit.

Definition 6.2.3. If A is an algebra and ||.|| is a norm on A satisfying ||ab|| < ||al|.||b|| for all a,b € A.
Then, (A, |.]]) is called a normed algebra. A complete normed algebra is called Banach algebra.

Definition 6.2.4. Let A be a complex algebra. A map a — a* is called an involution map on A if it satisfies:
1. (a*)* =a.
2. (ab)* =b*a*.
3. (aa+ Bb)* = aa + fbVa,b € Aand o, 3 € C.

Definition 6.2.5. A C*— algebra is a Banach algebra with an involution map * satisfying ||a*a|| = ||a||?
foralla € A.

Definition 6.2.6. Let A be an algebra and B C A then B is called a sub-algebra of A if B itself is an algebra
with respect to operations of A.
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Example 6.2.7. 1. Let A = C. Then, with respect to usual addition and multiplication and the modulus
A is a commutative, unital Banach algebra.

2. Let K be a compact hausdroff space and A = C(K) then with respect to point wise multiplication of
functions, A is a commutative, unital algebra and with the norm || f||cc = Suprex|f(t)| is a Banach

algebra and with the involution map f*(x) = f(x), it is a C*— algebra.

3. Let H be a Hilbert space then B(H) is a C* — algebra with its usual operator norm and involution map
is T — T

The Gelfand Naimark Theorem 6.2.8. For every C*— algebra A there exists a Hilbert space H such that
A is C*— isomorphic to a C*— subalgebra of B(H).

Stinespring Dilation theorem 6.2.9. Let A be a C*— algebra with a unit and H be a Hilbert space. Let
¢ : A — B(H) be a linear function.Then, a necessary and sufficient condition that ® have the form

O(A) =V*r(A)V forall Ae A

where V : H — K be a bounded operator and = : A — B(K) is a *- representation, is that ® be completely
positive.

Before discussing the proof of above theorem, we will recall some results that are needed to understand
the proof completely.

Lemma 6.2.10.

(Cauchy Schwartz inequality:) Let K be a sub field of C and V be a semi inner product space over K .Then,

[z, )| < (z,2).(y,y) for all z,y € V.
Lemma 6.2.11. Let A be a C*-algebra. Then, a*b*ba < ||b||>a*a for all a,b,c € A.
Proof. It is enough to show that
a*|b|[?a — a*b*ba = a*(||b]|* — b*b)a > 0.

We will use Gelfand Naimark Theorem, If A is a unital C* -algebra. Then, A is isometrically *—
isomorphic to a concrete C*— algebra, that is .A can be embedded in B(H) for some Hilbert space
H.

We know that if T € B(H). Then, T*T < ||T||?1.

Now, theorem follows directly from above result.

Now, we are all set to give a proof of Stinespring Dilation theorem.

Proof. Suppose that ¢ is a completely positive map. We need to show the existence of a Hilbert
space K, a unital *— isomorphism 7 : A — B(K) and a linear operator V : % — K such that

O(A) =V*m(A)V forall Ac A
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Consider the vector space A ® H, the algebraic tensor product of A and #. For, { = > a; ® z;
andn =) b; ® y; in A ® H define a sesquilinear map [.,.] on A ® H by

(€] = Z@’(bf%)xi,yﬁ (6.11)

K2

Since, ® is assumed to be completely positive. It follows that

(€,6) =D (D(ATA) s, 25) > 0.

(2]

Hence, [.,.] is positive semi definite and positive semi definite form satisfy the Cauchy schwarz
inequality. Define,

Ni={uec AQH : [u,u] =0}.
By the Cauchy-schwarz inequality, we can show that

N={ue A®H :[u,v]=0forallv e A® H}.

N is a subspace of semi inner product space A ® H. Define a map on quotient space A ® H /N
by (u 4+ N, v+ N) = [u,v].
Then, [.,.] is an inner product on quotient space A ® #/N. Let K be the completion of this space to
Hilbert space. For any element a in A, define

ma) : AQH - AQH

l

l
m(a) ( Z a; @ xz) = Z(aai) ® ;.
i=1 i=1
Clearly, 7 is linear and it satisfies the following inequality,

[7(a)u, w(a)u] < ||al|*[u,u]. (6.12)

Observe that,

[W(a) (Z a; ® xj> ,m(a) <Z a; ® :c)] = (®(aja*aa;)z;, x;)

.3

< llall* Y _(®(a;ay)zs,zi)
i.j

< Jlol [(;AJ’@“)’ (Zm)] |
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It follows from inequality (6.12) that null space of II(a) contains . Hence, II(a) can be viewed as
a linear operator on A ® H /N, and we denote it by 7(a) again.
Inequality (6.12) shows that II(a) is a bounded linear operator on K. Therefore, it extends a bounded
linear operator on K. We will denote it by 7(a).

Define a map, 7 : A — B(K) by

a— m(a), for alla € A.

Then, 7 is a unital *— homomorphism.
Define, V: H — Kby V(z) =1z + N.
Clearly, V is linear. we have , for all x € H,

WVz|P=(1®@z+N, 1@z +N)
=1l®zleuz

= (2(1)z,x)

= (®(1)" 2, ®(1)"/*x)

= ||®(1)" /2],

Hence, ||V||? = ||®(1)'/?||? = ||®(1)||. We need to show that V*7(a)V = ®(a).
For all z,y € H, we have

(V*r(a)Va,y)n = (r(a)l @ 2,1 @ y)x
= (m(a)z,y)u for all z,y € H.

Hence, V*1(A)V = ®(A.)
Conversely, assume that ®(A) = V*w(A)V. We will prove that ¢ is completely positive.
It is enough to prove that,

> (@nll(Ai)zi, ;) = > ([[®(Ai)|wi, 75)

1,7 2

= Z Y(Va;),(Vz;)) >0 for allz; € H.

Since 7 is a *~ and every representation is completely positive. Hence, above assertion follows
directly.

Therefore, ® is completely positive. O
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