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A B S T R A C T

In this paper, we study an Unmanned Aerial Vehicle (UAV) enabled Mobile Edge Computing (MEC) service
provisioning to the Internet of Remote Things (IoRT) devices spread randomly on the ground in a remote
area. The data generated by the IoRT devices is collected by the UAVs, which immediately relay the data
collected to an MEC device installed on the ground at a nearby location. The MEC device receives the data
from the UAVs, and sends the results back to the UAVs, which in turn relay them to IoRT devices. We
aim to minimize the energy consumption by the IoRT devices and the UAVs, while maximizing the system
throughput subject to bandwidth, power, information-causality, and UAVs’ trajectory constraints. We formulate
the problem as a Mixed Integer Non Linear Programming problem, which is a complex and non-convex
optimization problem. To make the problem tractable, we use variable relaxation. We further develop an
iterative algorithm based on Block Coordinate Descent method, to jointly optimize the connection scheduling,
power control, bit transmission scheduling, bandwidth allocation, and trajectories of the UAVs. Numerical
results demonstrate the convergence of the algorithm and superiority of the proposed model with respect to
conventional methods. Our proposed system model of placing MEC at ground shows 9% improvement in energy
consumption when compared to carrying out computations at MEC carried by UAV and a 99% improvement
when compared to placing MEC at the satellite. The proposed system model shows a 0.2% lower system
throughput on average, compared to placing MEC at UAV, which is tolerable considering gains in terms of
energy consumption.
. Introduction

With the deployment of 5G being rolled out across the world,
he research community is already looking towards the next gener-
tion of wireless communication. The 6G networks envision, among
ther things, ubiquitous global network coverage i.e., coverage of even
emote areas in the world such as deserts, high seas and isolated
slands [1]. Coverage in remote areas of the planet has high value
n various applications such as tracking of global cargo movement,
ilitary reconnaissance and surveillance, weather monitoring and fore-
arning of calamities, and regular monitoring of climate in remote

errain for environmental studies. In these use cases, the Internet of
emote Things (IoRT) devices can be deployed in a remote area to
ollect data about the surrounding environment. The data, for instance,
an be multimedia images in case of military surveillance, which
eeds processing to assess any possible threats. The data from the
oRT devices needs to be analyzed by a computing device, which can
etermine the action that needs to be taken, for instance, instructions to
oRT devices based on the inputs. To enable provisioning of computing
ervices to remote devices, various architectures and solutions have
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been proposed, one promising architecture among which is Space–Air–
Ground Integrated Network (SAGIN), which makes use of Low Earth
Orbit (LEO) satellites and High Altitude Platforms (HAP). The SAGIN
enables the connectivity of the IoRT devices which are deployed in
remote areas and the provisioning of computing facilities to the IoRT
devices through Mobile Edge Computing (MEC). It is economically
infeasible to connect the remote areas, where the network demand is
usually very low, to mainland using optical fiber network. Hence, to
handle the processing of data collected from IoRT devices in remote
areas, various SAGIN based system models have been proposed in the
literature to provide MEC to the IoRT devices using Unmanned Aerial
Vehicles (UAVs) and LEO satellites.

When using UAVs to enable the processing of data collected from
IoRT devices, there are two main locations where the computing device
i.e, MEC can be placed. The first location for MEC placement is the LEO
satellite, wherein the UAVs can be used to relay the data received from
the IoRT devices the MEC device place in the satellite. To illustrate,
the authors in [2,3] used UAVs as relays for uploading the data from
ground devices to LEO satellites and optimized energy efficiency and
ttps://doi.org/10.1016/j.comcom.2023.01.012
eceived 4 September 2022; Received in revised form 9 January 2023; Accepted 1
vailable online 18 January 2023
140-3664/© 2023 Elsevier B.V. All rights reserved.
5 January 2023

https://doi.org/10.1016/j.comcom.2023.01.012
https://www.elsevier.com/locate/comcom
http://www.elsevier.com/locate/comcom
http://crossmark.crossref.org/dialog/?doi=10.1016/j.comcom.2023.01.012&domain=pdf
mailto:cs17d012@cse.iitm.ac.in
https://doi.org/10.1016/j.comcom.2023.01.012


S. Chigullapally and C.S.R. Murthy Computer Communications 201 (2023) 1–19
system throughput, respectively i.e, MEC is placed at the satellite.
Alternately, the MEC can be placed at the UAVs, i.e., the UAVs carry
MEC devices and provide computing services to the IoRT devices.
In [4], UAVs are used as edge computing devices for IoRT devices,
with basic computing capabilities and satellites are used as cloud. Even
in [5,6], UAVs carry MEC devices and provide computation services.
In [7,8], UAV performs part of the computations while relays the rest
to an access point and an edge cloud respectively. However, both
the placements of MEC - at the satellite and at the UAV are energy
inefficient. Since the UAVs are power constrained devices, sending
all the data to satellite is costly and may not be actually needed all
the time. Similarly, carrying out computation on energy-critical UAV
devices could drain out the UAVs and also result in frequent trips to
charging stations. In our work, we propose an alternate placement for
MEC device, i.e., on the ground nearby, to which the UAVs relay the
data collected from the IoRT devices. For the purpose of this work, we
consider only delay tolerant data.

It is important in various applications such as tracking of global
cargo movement and military surveillance to send the control com-
mands back to the IoRT devices. However, most of the existing works
in the literature focus only the data collection from IoRT devices and
ignore the delivery of results back to the IoRT devices. In [9], the
UAVs are used to collect data from IoRT devices. Depending on the
delay sensitivity of the data, the UAVs either store-and-carry the data or
relay to the LEO satellite. An aerial mesh network of UAVs is proposed
by authors of [10] to collect the data from ground IoT devices in a
remote geographic area and relay the collected data to cloud for further
processing. The architecture proposed in [11] uses UAVs to perform
wireless power transfer and also collect data from IoT devices deployed
in remote and disaster areas. In contrast to the data collection by UAV,
our work also considers the sending of computed results back to IoRT
devices. In addition, we consider the dual objective of minimizing the
energy consumption and maximizing the system throughput.

The contributions of this paper are listed below:

• We propose an alternate and energy efficient location for MEC
placement in the Space–Air–Ground integrated network for pro-
visioning MEC services to the IoRT devices spread over a remote
area.

• We formulate the problem which captures the end-to-end data
movement, i.e, from IoRT devices to MEC device via UAV and
back. The formulated problem tries to achieve the dual objective
of minimizing the energy consumption of UAVs and IoRT devices
as well as maximizing the system throughput.

• To achieve the dual objective of minimizing energy consumption
and maximizing the average system throughput, we perform joint
optimization of connection scheduling, power control, bit trans-
mission scheduling, bandwidth allocation and trajectories of the
UAVs.

• We propose an iterative solution for the formulated problem
based on Block Coordinate Descent (BCD) method. Using detailed
numerical simulations, we demonstrate the effectiveness of the
proposed solution.

The remainder of the paper is organized as follows. Section 2
presents the system model and problem formulation. Section 3 de-
scribes the solution proposed, while Section 4 discusses the numerical
simulation details and observations made. Finally, Section 5 concludes
the paper.

2. Related work

UAVs have been variously used in enhancing the communication,
both in remote and non-remote areas. The existing literature on UAVs
focuses on optimizing various aspects of UAV communication such
as the energy consumption of the UAVs, the system throughput, the
overall system delay, interference mitigation, and the overall system
2

computation rate. Various relevant optimization problems are consid-
ered such as optimization of channel allocation, computing resource
allocation, offloading ratio, hovering duration, trajectory, placement of
the UAVs, connection scheduling, bit allocation, bandwidth allocation,
and power control. The UAVs are also studied for their integration in
SAGIN and enabling edge computing.

In this section, we give a survey of the current state of the art and
highlight the lacunae observed in the state of the art which we try
to address. To start with, the placement of the MEC location in the
existing literature is not energy-efficient. To provide MEC services to
remote devices using SAGIN architecture, the MEC device has been
proposed to be placed either at UAV i.e, aerial layer or at satellite i.e,
space layer or in both locations. Placing MEC on the ground is more
energy efficient compared to the other two locations, as we explain
further in this section. In the few works which locate MEC on the
ground, the system models used have the drawback of either perform-
ing computations partly at the UAV which is also energy inefficient or
requiring that the users offload the data themselves to the MEC which
is not feasible for remote locations. It is also observed that the works
which located MEC on the ground did not consider the minimization
of energy consumption and maximization of system throughput jointly,
both important objectives for the use case of provisioning MEC services
to IoRT devices. In addition, we consider multi-UAV scenario and two-
way movement of data in our problem formulation i.e., from the IoRT
devices to the MEC and back, which has been missing in the current
literature.

In [12], the MEC is placed in both UAV and satellites. In [4],
UAVs are used as edge computing devices for IoRT devices, with basic
computing capabilities and satellites are used as cloud. The users can
relay their data to either UAV or satellite. In [2,3], UAVs are used as
relays for uploading the data from ground devices to LEO satellites
i.e, MEC is placed at the satellite. However, placing MEC at satellites
is not energy-efficient, as relaying to satellites incurs huge energy
consumption.

Alternately, the MEC can be placed at the UAVs, i.e., the UAVs carry
MEC devices and provide computing services to the IoRT devices. Even
in [5,6], UAVs carry MEC devices and provide computation services.
UAVs carry out the computation in the system models used in [13–
21]. In [13], the authors minimized the average delay of the user
devices, which are mobile, by jointly offloading the movements of user
devices and the offloading variables. The problem formulated in [14]
maximizes the computation bits of the mobile terminals while ensuring
fairness among them. The authors in [15–17] attempted to minimize
the energy consumption, while [18,19] minimize the task completion
and average time delay of the user respectively. In [20,21], the number
of served IoT devices and rate of served requests are maximized respec-
tively. When UAVs carry out the computation as in [13–21], there is a
faster depletion of energy at the UAV due to three reasons. First, the
computation requires energy, which can be high in use cases such as
military surveillance where computation-intensive tasks such as image
processing may have to be done. Second, the UAV has to carry MEC
device which increases the weight of the UAV and hence the flying
energy. Third, the faster depletion of energy leads to frequent trips to
the charging station, leading to further energy inefficiency.

In [22–24], MEC is placed at UAVs along with ground servers.
However, the users have to offload their tasks to either UAVs or the
ground servers. In the use cases where the users are not in the vicinity
of the ground servers, direct offloading is not feasible to implement.
Alternately, in [7,8], UAV performs part of the computations while
relaying the rest to an access point and an edge cloud respectively.
Similar system model is also used in [25–28], wherein the UAV per-
forms part of computation and offloads the rest of the computation to
an edge cloud or an MEC device which is located at a base station or at
an access point. As explained above, in all the cases where computation
is carried out at UAV, the energy available at the UAV depletes faster,
resulting in overall energy inefficiency.
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In [29], multiple UAVs are used to communicate with multiple
errestrial IoT devices. The authors of [29] formulated UAV deployment
roblem with multiple objectives of minimizing the energy consump-
ion of the UAVs, maximizing the minimum system throughput of
he UAV-device pairs and maximizing the total system throughput.
owever, the considered system model only considered the downlink
ommunication and no computation of collected data was considered.
ssentially, UAVs are used as the data delivery agents that transmit
he data to IoT devices using Fly-Hover-Communicate protocol. In our
ork, we consider end-to-end data movement i.e., the data relaying

rom IoRT devices to MEC device using UAVs and the delivery of output
ata from MEC device to the IoRT devices. In most of the existing
iterature, the UAVs are used to do either data collection or data
issemination. Although the authors in [30,31] include the returning
f results in their problem formulation, the computation is carried out
t the UAVs, which is not energy efficient.

In this paper, we propose an alternate and energy efficient location
or MEC placement in the SAGIN architecture — on the ground. We
ropose placing an MEC device on the ground nearby to provide
entralized MEC services to the IoRT devices. The data from the IoRT
evices is collected using UAVs and relayed to the MEC device installed
earby. Placing MEC at the ground is energy efficient compared to
ther two placements. Compared to placing the MEC at satellite, plac-
ng MEC on ground at a nearby location reduces the relaying distance
nd hence the energy consumption. Similarly, placing MEC on ground
s efficient compared to placing it on UAV, as the UAVs need not expend
nergy to carry the MEC device or to perform the computations or to do
requent trips to charging stations that arise because of faster depletion
f energy.

We consider a multi-UAV enabled MEC service provisioning to IoRT
evices that are spread over remote location. We formulate the problem
o achieve the dual objective of minimizing the energy consumption
hile maximizing the system throughput. We also account for the
nd-to-end data movement in our problem formulation. We propose
solution that optimizes the connection scheduling, the power levels

f IoRT devices and the UAVs, bit transmission scheduling, bandwidth
llocation and trajectories of the UAVs, while jointly minimizing the
nergy consumption and maximizing the throughput. We then perform
etailed numerical simulations to evaluate the performance of our
olution.

We summarize the comparison of the state of the art and our work
n the Table 1. To our best knowledge, joint optimization of energy
onsumption and system throughput in a multi-UAV enabled MEC for
emote IoRT devices has not been considered before.

. System model and problem formulation

.1. System model

The data from IoRT devices in the remote area is collected with the
elp of UAVs. The IoRT devices offload the data to the UAVs, which
mmediately relay the data received to the MEC device installed on the
round. The computations are performed at the MEC device and the
esults are returned to the IoRT devices using UAV. The system model
escribed is illustrated in Fig. 1.

We consider 𝑀 UAVs with Amplify and Forward (AF) relays to be
lying in the air, which collect data from the IoRT devices and forward
t to the MEC device. We choose AF relays over decode and forwarding
ecause the channel conditions are better in remote locations compared
o urban scenarios. Moreover, the UAVs do not do any computation or
ny decision making regarding the processing of data. The UAVs just
elay the data that is received from the IoRT devices to the MEC device
nd hence no decoding is necessary. The UAVs do not have any direct
ommunication between them. We consider all the UAVs to be in line
f sight of the MEC device and hence all the UAVs directly transmit
o the MEC device. The connection scheduling and bit transmission
 s

3

scheduling for a given time slot is calculated and shared with the UAVs
and IoRT devices.

Let us denote the set of IoRT devices by  = {1, 2, 3,… , 𝐾} and
he set of UAVs by  = {1, 2, 3,… ,𝑀}, where 𝐾 and 𝑀 represent

the number of IoRT devices and the number of UAVs, respectively.
We consider that identical frequency band is shared by the UAVs and
the IoRT devices within a time duration 𝒯 [3]. The 2 Dimensional
(2D) coordinates of the IoRT devices on the ground are represented
by 𝐰𝐤 = [𝑥𝑘, 𝑦𝑘]𝑇 ∈ 2×1, 𝑘 ∈ . We assume that all the UAVs fly at the
fixed height 𝐻 [4], the minimum height that is required for the safety
considerations. Let the antenna of the MEC device is at the height 𝐻𝑚
and at the horizontal location 𝐰𝑀 = [𝑥𝑀 , 𝑦𝑀 ]𝑇 ∈ 2×1.

3.1.1. Trajectory model
The entire time duration 𝒯 is divided in to 𝑇 time slots of equal

length, 𝛥 = 𝒯
𝑇 . The time slots are 𝑡 ∈  = {1, 2,… , 𝑇 }. We also define

the set 1 = {1,… , 𝑇 −1}. The 2D position of 𝑚th UAV in 𝑡th time slot is
represented by 𝐮𝑚[𝑡] = [𝑥𝑚[𝑡], 𝑦𝑚[𝑡]]𝑇 ∈ 2×1, 𝑚 ∈ , 𝑡 ∈  . Therefore,

e can express the UAV flight trajectory as {𝐮𝑚[𝑡]}|𝑇𝑡=1. The constraints
hat should be met by the UAV trajectory are given by:

𝑚[1] = 𝐮𝑚[𝑇 ],∀𝑚 (1)

𝐮𝑚[𝑡 + 1] − 𝐮𝑚[𝑡]‖2 ≤ (𝑉𝑚𝑎𝑥𝛥)2,∀𝑚, 𝑡 ∈ 1 (2)

𝐮𝑚[𝑡] − 𝐮𝑗 [𝑡]‖2 ≥ 𝑑2min,∀𝑚, 𝑗 ≠ 𝑚, 𝑡 ∈  (3)

The Eq. (1) implies that the UAV should come back to its initial
osition at the end of each time duration 𝒯 , so that the IoRT devices
an be served periodically in the next time duration [32]. It also enables
he UAVs to get charged at the starting locations and fly again [6].
he Eq. (2) is constraint on the distance covered by the UAV in each
ime slot when it flies at the maximum speed (𝑉𝑚𝑎𝑥), where in ‖.‖
epresents the Euclidean norm. Eq. (3) is the safety constraint of the
AVs. The UAVs should fly with a minimum distance between each of

hem of at-least 𝑑𝑚𝑖𝑛, to avoid collisions.

.1.2. Throughput model
Let 𝑃𝐷→𝑈

𝑘,𝑚 [𝑡] represent the transmission power of the 𝑘th IoRT device
o the 𝑚th UAV in the 𝑡th time slot. The corresponding channel gain
s represented by ℎ𝐷→𝑈

𝑘,𝑚 [𝑡] and distance is 𝑑𝐷→𝑈
𝑘,𝑚 [𝑡]. The transmission

ower between the 𝑚th UAV and the MEC device in the 𝑡th time slot
s represented by 𝑃𝑈→𝑀

𝑚 [𝑡]. Corresponding channel gain is ℎ𝑈→𝑀
𝑚 [𝑡]

nd distance is 𝑑𝑈→𝑀
𝑚 [𝑡]. The symbol ℎ0 denotes the channel gain at

reference distance of 1 m.
We avoid interference among the IoRT devices and the UAVs by

dopting a periodic time division multiple access (TDMA) protocol.
e choose TDMA over non orthogonal multiple access as the latter

s highly energy-consuming. We assume that the wireless channels
etween the UAV and the MEC device as well as the IoRT devices are
ominated by LoS links, as observed in the field experiments done by
ualcomm [33]. Therefore, the transmission channel gain and signal-

o-noise ratio (SNR) of the 𝑘th IoRT device to the 𝑚th UAV in the 𝑡th
ime slot are given by

𝐷→𝑈
𝑘,𝑚 [𝑡] = ℎ0(𝑑𝐷→𝑈

𝑘,𝑚 [𝑡])−2 =
ℎ0

𝐻2 + ‖𝐮𝑚[𝑡] − 𝐰𝑘‖
2

(4)

𝛾𝐷→𝑈
𝑘,𝑚 [𝑡] =

𝑃𝐷→𝑈
𝑘,𝑚 [𝑡]ℎ𝐷→𝑈

𝑘,𝑚 [𝑡]

𝜎2
, (5)

where 𝜎2 denotes the noise power at the UAV1. We assume that there
is channel reciprocity in the considered system model and thus the
uplink and downlink channels between the IoRT devices and UAVs are
identical [7].

1 For the ease of analysis, we consider the noise power at any node in the
ystem to be the same as 𝜎2
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Table 1
Comparison with the state of the art.

Work Objective System model

Energy Throughput Multi-UAV 2-way data flow Remote scenario MEC location Description

[2] ✓ ✓ ✓ ✗ ✓ LEO satellite UAVs relay the data from
ground devices to the LEO
satellite.

[3] ✗ ✓ ✓ ✗ ✓ LEO satellite Energy consumed to relay
data to satellite is very
high.

[4] ✓ ✗ ✓ ✗ ✓ UAV and
satellite

Users should relay data to
either UAV-MEC or
satellite-cloud
(energy-intensive).

[5,6] ✓ ✗ ✗ ✗ ✗ UAV UAV has MEC device on
board and serves the
users/IoT devices on the
ground.

[7] ✓ ✗ ✗ ✗ ✓ UAV and
access point

UAV performs part of the
computations and offloads
the rest to access point.

[8] ✓ ✗ ✗ ✗ ✗ UAV and
edge clouds

UAV performs part of the
computations and offloads
the rest to edge cloud.
Objective also includes
minimizing total service
delay.

[15] ✓ ✗ ✗ ✗ ✗ UAV Specific use case of
federated learning.

[16] ✓ ✗ ✗ ✗ ✗ UAV Partial offloading is done
to UAV.

[17] ✓ ✗ ✗ ✗ ✓ UAV Energy consumption of
only UAV is minimized,
not of the devices.

[19] ✗ ✗ ✗ ✗ ✗ UAV, ground
base station

The task is offloaded either
to the ground base station
or to the UAV - objective
is to minimize the time
delay.

[20] ✗ ✗ ✓ ✗ ✗ UAV The number of devices
served is maximized.

[21] ✗ ✗ ✓ ✗ ✗ UAV Objective is to maximize
the rate of served requests.

[30] ✓ ✗ ✗ ✓ ✗ UAV Tasks are partially
offloaded to UAV. When
UAV provides MEC
services, energy efficiency
is low as the UAV should
expend energy to carry
MEC device, to perform
computations and also to
do extra trips to the
charging station due to
faster draining of battery.

[22] ✓ ✗ ✓ ✗ ✗ UAV and
base station

Joint optimization of
latency and energy
consumption. The task is
offloaded by the user to
either UAV or base station
directly. Hence, this system
model is not suitable for
low power devices such as
IoRT devices as the energy
required to transmit from
device to base station
could be high.

[23] ✓ ✗ ✗ ✓ ✗ UAV and
access points

The user should offload to
the UAV or access point.
Hence, it is not suitable
for low power devices.

(continued on next page)
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Table 1 (continued).
Work Objective System model

Energy Throughput Multi-UAV 2-way data flow Remote scenario MEC location Description

[24] ✓ ✗ ✗ ✗ ✗ UAV and
base station

Joint optimization of
latency and energy
consumption. Users should
offload to the UAV or base
station directly. The system
model is not suitable for
low power devices.

[25] ✓ ✗ ✗ ✗ ✗ UAV and
access point

UAV performs partial or
full offloading to the MEC
at access point.

[26] ✓ ✗ ✓ ✗ ✗ UAV and
base station

Energy consumption of
mobile user devices is
minimized, but not of the
UAV.

[27] ✓ ✗ ✗ ✗ ✗ UAV and
edge clouds

UAV serves as both relay
device and also MEC
device. Objective includes
the minimization of service
delay also.

Our work ✓ ✓ ✓ ✓ ✓ Ground UAVs relay the data
collected from the IoRT
devices to the MEC device
installed on the ground.
We also consider
end-to-end data movement
i.e., movement of data
from IoRT devices to MEC
device via UAV and
movement of results back
to the IoRT devices. We
minimize the energy
consumption by both IoRT
devices and UAVs, while
maximizing the system
throughput. Our system
model is suitable for
remote areas.
Fig. 1. System model.
𝑅

Similarly, the transmission channel gain and SNR of the 𝑚th UAV
o the MEC device in the 𝑡th time slot is given by

𝑈→𝑀
𝑚 [𝑡] = ℎ0(𝑑𝑈→𝑀

𝑚 [𝑡])−2 =
ℎ0

(𝐻 −𝐻𝑚)2 + ‖𝐮𝑚[𝑡] − 𝐰𝑀‖

2
(6)

𝛾𝑈→𝑀
𝑚 [𝑡] =

𝑃𝑈→𝑀
𝑚 [𝑡]ℎ𝑈→𝑀

𝑚 [𝑡]
𝜎2

, (7)

Following the Shannon formula and AF protocol [34], the transmis-
sion rate when the data from the 𝑘th IoRT device is relayed to the MEC
5

device through the 𝑚th UAV in the 𝑡th time slot is given by,

𝑘,𝑚[𝑡] = 𝐵𝑙𝑜𝑔2(1 +
𝛾𝐷→𝑈
𝑘,𝑚 [𝑡]𝛾𝑈→𝑀

𝑚 [𝑡]

1 + 𝛾𝐷→𝑈
𝑘,𝑚 [𝑡] + 𝛾𝑈→𝑀

𝑚 [𝑡]
) (8)

We use a binary variable 𝑐𝑘,𝑚[𝑡] to indicate the connection between
𝑘th IoRT device and 𝑚th UAV in 𝑡th time slot, which is equal to 1 if
connected so and 0 otherwise. We assume that not more than one IoRT
device is served by each UAV and each IoRT device is served by not
more than one UAV [3] in each time slot. Hence, we have
𝐾
∑

𝑐𝑘,𝑚[𝑡] ≤ 1,∀𝑚, 𝑡 (9)

𝑘=1
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∑

𝑀
∑

=1
𝑐𝑘,𝑚[𝑡] ≤ 1,∀𝑘, 𝑡 (10)

nd

𝑘,𝑚[𝑡] ∈ {0, 1},∀𝑘, 𝑚, 𝑡 (11)

The coverage constraint of the UAV can be expressed as

𝑘,𝑚[𝑡]‖𝐮𝑚[𝑡] − 𝐰𝑘‖ ≤ 𝐻 cot 𝜃,∀𝑘, 𝑚, 𝑡, (12)

here 𝜃 is the UAV angle and 𝐻𝑐𝑜𝑡𝜃 represents the coverage radius.
The average throughput for the time duration 𝒯 is given by

𝑘,𝑚 = 1
𝑇

𝑇
∑

𝑡=1
𝑐𝑘,𝑚[𝑡]𝑅𝑘,𝑚[𝑡] (13)

.1.3. Energy consumption model
Energy is consumed for the transmission of the collected data and

esults, and also for flying the UAV. We ignore the energy consumed
or computation as the computation is done only at MEC device which
s not energy critical [7] as it is considered to be connected to a stable
ower source.

nergy consumed for transmission. To use the TDMA protocol, we fur-
her divide the time slot 𝛥 into 𝐾 small time slots each of duration
= 𝛥∕𝐾. The 𝑘th IoRT device offloads its data in the 𝑘th small time

lot. Let the data generated at the 𝑘th IoRT device measured in bits
e 𝐿𝑘, which is transmitted to the UAV it is connected to. Let 𝑙𝐷→𝑈

𝑘,𝑚 [𝑡]
denote the number of bits of data generated at the 𝑘th IoRT device in
time slot 𝑡 and transmitted to 𝑚th UAV to which it is connected to in
its allocated duration. The UAV immediately relays all the bits to the
MEC device for computation.

1. Offloading from IoRT device to UAV: Based on standard
information-theoretic arguments [35], the energy consumed for
offloading 𝑙𝐷→𝑈

𝑘,𝑚 [𝑡] number of bits from 𝑘th IoRT device to 𝑚th
UAV in the 𝑡th time slot is given by

𝐸𝐷→𝑈
𝑘,𝑚 [𝑡] = 𝛿𝜎2

ℎ𝐷→𝑈
𝑘,𝑚 [𝑡]

(2

𝑙𝐷→𝑈
𝑘,𝑚 [𝑡]

𝛿𝐵𝐷→𝑈
𝑘,𝑚 [𝑡] − 1), (14)

where 𝐵𝐷→𝑈
𝑘,𝑚 [𝑡] is the bandwidth allocated for offloading from

𝑘th IoRT device to 𝑚th UAV in 𝑡th time slot.
2. Offloading from UAV to MEC device: Energy consumed for

offloading the 𝑙𝑈→𝑀
𝑘,𝑚 [𝑡] number of bits received from 𝑘th IoRT

device by 𝑚th UAV to the MEC device in the 𝑡th time slot is
given by

𝐸𝑈→𝑀
𝑘,𝑚 [𝑡] = 𝛿𝜎2

ℎ𝑈→𝑀
𝑚 [𝑡]

(2

𝑙𝑈→𝑀
𝑘,𝑚 [𝑡]

𝛿𝐵𝑈→𝑀
𝑘,𝑚 [𝑡] − 1), (15)

where 𝐵𝑈→𝑀
𝑘,𝑚 [𝑡] is the bandwidth allocated for offloading

(𝑙𝑈→𝑀
𝑘,𝑚 [𝑡] bits of) the data received from 𝑘th IoRT device by 𝑚th

UAV to MEC device in 𝑡th time slot.
3. Downloading from MEC to UAV: As MEC device is not energy

critical and the size of computing results is very small, we
neglect energy consumed for downloading the results from MEC
to UAV [7].

4. Downloading from UAV to IoRT device: Energy required to
download 𝑙𝑈→𝐾

𝑘,𝑚 [𝑡] number of bits from 𝑚th UAV to 𝑘th IoRT
device in the 𝑡th time slot is given by

𝐸𝑈→𝐾
𝑘,𝑚 [𝑡] = 𝛿𝜎2

ℎ𝐷→𝑈
𝑘,𝑚 [𝑡]

(2

𝑙𝑈→𝐾
𝑘,𝑚 [𝑡]

𝛿𝐵𝑈→𝐾
𝑘,𝑚 [𝑡] − 1), (16)

where 𝐵𝑈→𝐾
𝑘,𝑚 [𝑡] is the bandwidth allocated for downloading from

𝑚th UAV to 𝑘th IoRT device in 𝑡th time slot.
6

nergy required for flying the UAV. We assume that the length of the
time slot 𝛥 is sufficiently small such that the UAV can be considered to
be flying with constant speed 𝑣[𝑡]. For computing the energy consume
for flying, we use adopt the simplified energy consumption model used
in the existing literature [5,13,36]. The flying energy consumption for
the 𝑚th UAV at time slot 𝑡, which depends on the velocity and weight
of the UAV, is given by

𝐸𝑓
𝑚[𝑡] = 𝑐‖𝑣𝑚[𝑡]‖2 (17)

𝑚[𝑡] =
𝐮𝑚[𝑡 + 1] − 𝐮𝑚[𝑡]

𝛥
, (18)

here 𝑐 = 0.5𝑄𝛥, with 𝑄 representing the mass of a UAV.
The total energy consumption is given by

𝐸 =𝑤1

( 𝑀
∑

𝑚=1

𝐾
∑

𝑘=1

𝑇
∑

𝑡=1
𝑐𝑘,𝑚[𝑡]𝐸𝐷→𝑈

𝑘,𝑚 [𝑡]
)

+

𝑤2

( 𝑀
∑

𝑚=1

𝐾
∑

𝑘=1

𝑇
∑

𝑡=1
(𝐸𝑈→𝑀

𝑘,𝑚 [𝑡] + 𝑐𝑘,𝑚[𝑡]𝐸𝑈→𝐾
𝑘,𝑚 [𝑡]) +

𝑀
∑

𝑚=1

𝑇
∑

𝑡=1
𝐸𝑓
𝑚[𝑡]

)

,

(19)

here 𝑤1, 𝑤2 ∈ [0, 1] are the weight factors of the energy consumption
f the IoRT devices and the UAVs, respectively.

.1.4. Bandwidth constraint
The UAV operates in a frequency-division-duplex (FDD) mode in

ach small time slot 𝛿 with separate bandwidths allocated for receiving
ata from the IoRT device, relaying it to the MEC device and sending
he results back to the IoRT device, with a total bandwidth B available
o it. The corresponding constraint is given by
𝐷→𝑈
𝑘,𝑚 [𝑡] + 𝐵𝑈→𝑀

𝑘,𝑚 [𝑡] + 𝐵𝑈→𝐾
𝑘,𝑚 [𝑡] ≤ 𝐵, 𝑘 ∈ , 𝑚 ∈ , 𝑡 ∈  (20)

.1.5. Information-causality constraints
It is to be noted that for 𝑙𝑈→𝑀

𝑘,𝑚 [𝑡] input bits, 𝑂𝑘𝑙𝑈→𝑀
𝑘,𝑚 [𝑡] number

f output bits are generated in the result after the computation. We
ssume that the computing time at the MEC device and the upload
ransmission time from the MEC device to the UAV are negligible [7].
ence, the MEC device sends the computation results back to the UAV
sing a separate bandwidth within the same time slot using TDMA .
he information-causality constraints for the transmission of the data
etween IoRT devices, UAV and MEC device are given by the Eqs. (21)
nd (22), where 2 = {2,… , 𝑇 − 1} and 3 = {3,… , 𝑇 }.
𝑡

𝑖=2
𝑙𝑈→𝑀
𝑘,𝑚 [𝑖] ≤

𝑡−1
∑

𝑖=1
𝑙𝐷→𝑈
𝑘,𝑚 [𝑖],∀𝑘, 𝑚, 𝑡 ∈ 2, (21)

𝑡
∑

𝑖=3
𝑙𝑈→𝐾
𝑘,𝑚 [𝑖] ≤ 𝑂𝑘

𝑡−1
∑

𝑖=2
𝑙𝑈→𝑀
𝑘,𝑚 [𝑖],∀𝑘, 𝑚, 𝑡 ∈ 3, (22)

The notations used in the system model are summarized in the
Table 2 for the ease of reference.

3.2. Problem formulation

Let 𝐂 = {𝑐𝑘,𝑚[𝑡],∀𝑘, 𝑚, 𝑡}, 𝐔 = {𝑢𝑚[𝑡],∀𝑚, 𝑡}, 𝐏𝐷→𝑈 = {𝑃𝐷→𝑈
𝑘,𝑚 [𝑡],

∀𝑘, 𝑚, 𝑡} and 𝐏𝑈→𝑀 = {𝑃𝑈→𝑀
𝑚 [𝑡],∀𝑚, 𝑡}. Let 𝐁 = {𝐁𝑘[𝑡],∀𝑘, 𝑡}, where

𝐁𝑘[𝑡] = {𝐵𝐷→𝑈
𝑘,𝑚 [𝑡], 𝐵𝑈→𝑀

𝑘,𝑚 [𝑡], 𝐵𝑈→𝐾
𝑘,𝑚 [𝑡],∀𝑚}. We also define 𝐋 = {𝑙𝑘[𝑡],

∀𝑘, 𝑡}, where 𝑙𝑘[𝑡] = {𝑙𝐷→𝑈
𝑘,𝑚 [𝑡], 𝑙𝑈→𝑀

𝑘,𝑚 [𝑡], 𝑙𝑈→𝐾
𝑘,𝑚 [𝑡],∀𝑚}. The 2D coordinates

of the IoRT devices are assumed to be known. We adopt the trajectory
initialization scheme from [32]. The goal is to maximize the throughput
while minimizing the energy consumption by jointly optimizing the
IoRT devices connection scheduling (𝐂), the UAV trajectory design
(𝐔), the transmission power of IoRT devices (𝐏𝐷→𝑈 ), the transmission
power of UAVs (𝐏𝑈→𝑀 ), the bandwidth allocation (𝐁) and the bit
transmission scheduling (𝐋). The optimization problem is formulated
as the problem (23).

min
𝐷→𝑈 𝑈→𝑀

𝐸 − 𝜁
𝑀
∑

𝐾
∑

𝑅𝑘,𝑚, (23a)

{𝐂,𝐔,𝐏 ,𝐏 ,𝐁,𝐋} 𝑚=1 𝑘=1
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∑

∑

𝐵

Table 2
Notation Summary.
Symbol Description

𝐾,𝑀 Number of IoRT devices, Number of UAVs respectively

𝐻𝑚 ,𝐻 Heights of the MEC device and the UAVs, respectively.

𝐰𝐤 ,𝐰𝑀 ,𝐮𝑚[𝑡] Horizontal positions of the 𝑘th IoRT device located on the ground, the MEC device,
and the 𝑚th UAV (in the 𝑛th time slot), respectively.

𝒯 , 𝑇 , 𝛥 The length of entire time duration, the number of time slots, the length of each time
slot, respectively

𝑉𝑚𝑎𝑥 , 𝜃 The maximum speed of UAV, the UAV angle

𝑑𝑚𝑖𝑛 The minimum safety distance between different UAVs.

𝑃𝐷→𝑈
𝑘,𝑚 [𝑡], ℎ𝐷→𝑈

𝑘,𝑚 [𝑡], 𝛾𝐷→𝑈
𝑘,𝑚 [𝑡] The transmission power, channel gain and SNR respectively from the 𝑘th IoRT

device to the 𝑚th UAV in the 𝑛th time slot.

𝑃 𝑈→𝑀
𝑚 [𝑡], ℎ𝑈→𝑀

𝑚 [𝑡], 𝛾𝑈→𝑀
𝑚 [𝑡] The transmission power, channel gain and SNR respectively between the 𝑚th UAV

and the MEC device in the 𝑛th time slot.

ℎ0 , 𝐵 The channel gain at a reference distance of 1 m, system bandwidth respectively

𝑃𝐷→𝑈
𝑚𝑎𝑥 , 𝑃 𝑈→𝑀

𝑚𝑎𝑥 The maximum transmission power of IoRT devices and UAVs in the 𝑛th time slot.

𝜎2 Noise power spectral density of additive Gaussian white noise.

𝑐𝑘,𝑚[𝑡] Connection scheduling between the 𝑘th IoRT device and 𝑚th UAV in 𝑛th time slot.
𝑙𝐷→𝑈
𝑘,𝑚 [𝑡], 𝑙𝑈→𝐾

𝑘,𝑚 [𝑡] Number of data bits transmitted by the 𝑘th IoRT device to the 𝑚th UAV, and 𝑚th
UAV to the 𝑘th IoRT device, respectively, in 𝑛th time slot.

𝑙𝑈→𝑀
𝑘,𝑚 [𝑡] Number of data bits received from the 𝑘th IoRT device that are transmitted by the

𝑚th UAV to the MEC device in 𝑛th time slot.

𝐵𝐷→𝑈
𝑘,𝑚 [𝑡], 𝐵𝑈→𝑀

𝑘,𝑚 [𝑡], 𝐵𝑈→𝐾
𝑘,𝑚 [𝑡] Bandwidth allocated for offloading from 𝑘th IoRT device to 𝑚th UAV, 𝑚th UAV to

MEC device and 𝑚th UAV to 𝑘th IoRT device respectively, in the 𝑛th time slot.
𝑙
𝑠.𝑡.
𝐾
∑

𝑘=1
𝑐𝑘,𝑚[𝑡] ≤ 1,∀𝑚, 𝑡 (23b)

𝑀
∑

=1
𝑐𝑘,𝑚[𝑡] ≤ 1,∀𝑘, 𝑡 (23c)

𝑘,𝑚[𝑡] ∈ {0, 1},∀𝑘, 𝑚, 𝑡, (23d)

≤ 𝑃𝐷→𝑈
𝑘,𝑚 [𝑡] ≤ 𝑃𝐷→𝑈

𝑚𝑎𝑥 ,∀𝑘, 𝑚, 𝑡, (23e)

≤ 𝑃𝑈→𝑀
𝑚 [𝑡] ≤ 𝑃𝑈→𝑀

𝑚𝑎𝑥 ,∀𝑚, 𝑡, (23f)

𝑚[1] = 𝐮𝑚[𝑇 ],∀𝑚, (23g)

𝐮𝑚[𝑡 + 1] − 𝐮𝑚[𝑡]‖2 ≤ (𝑉𝑚𝑎𝑥𝛥)2,∀𝑚, 𝑡 ∈ 1, (23h)

𝑘,𝑚[𝑡]‖𝐮𝑚[𝑡] − 𝐰𝑘‖ ≤ 𝐻 cot 𝜃,∀𝑘, 𝑚, 𝑡, (23i)

𝐮𝑚[𝑡] − 𝐮𝑗 [𝑡]‖2 ≥ 𝑑2min,∀𝑚, 𝑡, 𝑗 ≠ 𝑚, (23j)

𝐾
∑

=1
𝐿𝑘(1 + 𝑂𝑘) ≤

𝑀
∑

𝑚=1

𝐾
∑

𝑘=1

𝑇
∑

𝑡=1
𝑐𝑘,𝑚[𝑡]𝑅𝑘,𝑚[𝑡],∀𝑘, (23k)

𝑡

𝑖=2
𝑙𝑈→𝑀
𝑘,𝑚 [𝑖] ≤

𝑡−1
∑

𝑖=1
𝑙𝐷→𝑈
𝑘,𝑚 [𝑖],∀𝑘, 𝑚, 𝑡 ∈ 2, (23l)

𝑡

𝑖=3
𝑙𝑈→𝐾
𝑘,𝑚 [𝑖] ≤ 𝑂𝑘

𝑡−1
∑

𝑖=2
𝑙𝑈→𝑀
𝑘,𝑚 [𝑖],∀𝑘, 𝑚, 𝑡 ∈ 3, (23m)

−1
∑

𝑡=2
𝑙𝑈→𝑀
𝑘,𝑚 [𝑡] =

𝑇−2
∑

𝑡=1
𝑙𝐷→𝑈
𝑘,𝑚 [𝑡],∀𝑘, 𝑚, (23n)

𝑇

𝑡=3
𝑙𝑈→𝐾
𝑘,𝑚 [𝑡] = 𝑂𝑘

𝑇−1
∑

𝑡=2
𝑙𝑈→𝑀
𝑘,𝑚 [𝑡],∀𝑘, 𝑚, (23o)

𝑇

𝑡=1

𝑀
∑

𝑚=1
𝑐𝑘,𝑚[𝑡](𝑙𝐷→𝑈

𝑘,𝑚 [𝑡] + 𝑙𝑈→𝐾
𝑘,𝑚 [𝑡]) = 𝐿𝑘(1 + 𝑂𝑘),∀𝑘, (23p)

𝐷→𝑈 [𝑡] + 𝐵𝑈→𝑀 [𝑡] + 𝐵𝑈→𝐾 [𝑡] ≤ 𝐵,∀𝑘, 𝑚, 𝑡 (23q)
𝑘,𝑚 𝑘,𝑚 𝑘,𝑚

7

𝐷→𝑈
𝑘,𝑚 [𝑇 − 1] = 𝑙𝐷→𝑈

𝑘,𝑚 [𝑇 ] = 0, 𝑙𝐷→𝑈
𝑘,𝑚 [𝑡] ≥ 0,∀𝑘, 𝑚, 𝑡 ∈ 1, (23r)

𝑙𝑈→𝑀
𝑘,𝑚 [1] = 𝑙𝑈→𝑀

𝑘,𝑚 [𝑇 ] = 0, 𝑙𝑈→𝑀
𝑘,𝑚 [𝑡] ≥ 0,∀𝑘, 𝑚, 𝑡 ∈ 2, (23s)

𝑙𝑈→𝐾
𝑘,𝑚 [1] = 𝑙𝑈→𝐾

𝑘,𝑚 [2] = 0, 𝑙𝑈→𝐾
𝑘,𝑚 [𝑡] ≥ 0,∀𝑘, 𝑚, 𝑡 ∈ 3, (23t)

𝐵𝐷→𝑈
𝑘,𝑚 [𝑇 − 1] = 𝐵𝐷→𝑈

𝑘,𝑚 [𝑇 ] = 0, 𝐵𝐷→𝑈
𝑘,𝑚 [𝑡] ≥ 0,∀𝑘, 𝑚, 𝑡 ∈ 1, (23u)

𝐵𝑈→𝑀
𝑘,𝑚 [1] = 𝐵𝑈→𝑀

𝑘,𝑚 [𝑇 ] = 0, 𝐵𝑈→𝑀
𝑘,𝑚 [𝑡] ≥ 0,∀𝑘, 𝑚, 𝑡 ∈ 2, (23v)

𝐵𝑈→𝐾
𝑘,𝑚 [1] = 𝐵𝑈→𝐾

𝑘,𝑚 [2] = 0, 𝐵𝑈→𝐾
𝑘,𝑚 [𝑡] ≥ 0,∀𝑘, 𝑚, 𝑡 ∈ 3. (23w)

𝐶𝑚𝑎𝑥 is the maximum capacity of the MEC device and 1 is defined
as 1 = {1,… , 𝑇 − 2}. In problem (23), the constraints (23b) - (23d)
are connection scheduling constraints. The constraints (23e) and (23f)
represent the transmission power limits of the IoRT devices and the
UAVs, where 𝑃𝐷→𝑈

𝑚𝑎𝑥 and 𝑃𝑈→𝑀
𝑚𝑎𝑥 represent the maximum transmission

powers of the IoRT devices and the UAVs, respectively. (23g) indicates
that the UAV should come back to its initial location at the end of time
period while (23h) is constraint on the speed of the UAV. (23i) and
(23j) are coverage area constraint and collision avoidance constraint
of the UAVs, respectively. The constraint (23k) ensures that the total
amount of data transmitted to the MEC device does not exceed the
capacity of the MEC device. (23l) and (23m) are information-causality
constraints, while the constraints (23n)–(23p) ensure that the data of
the IoRT devices has been processed and output has been received.
(23q) is the bandwidth constraint. The constraints (23r)–(23w) ensure
the non-negativeness of the optimization variables and also indicate
that the IoRT devices should not offload in the last two slots, while the
UAV should not offload the data received from the IoRT devices in the
first and last slots as well as not transmit the output data to the IoRT
devices in the first two slots. It is to be noted that both the energy and

throughput are represented as unit-less values. In other words, we are
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performing normalization by dividing the throughput and the energy
consumption with their respective unit values. This is done to enable
the formulation of multi-objective optimization problem involving both
the parameters. 𝜁 is a penalty coefficient to the throughput, used
to mitigate the magnitude difference between the absolute values of
energy and throughput.

Intractability: Solving the problem (23) is challenging due to the fol-
lowing reasons. Firstly, the objective function is non-convex. Secondly,
in (23d), the connection scheduling variable 𝑐𝑘,𝑚[𝑡] is a binary variable,
which is an integer constraint. Thirdly, the constraints (23j) and (23k)
are non-convex constraints. Finally, there exist non-linear couplings
between the variables 𝑙𝐷→𝑈

𝑘,𝑚 [𝑡], 𝐵𝐷→𝑈
𝑘,𝑚 [𝑡] and 𝑙𝑈→𝑀

𝑘,𝑚 [𝑡], 𝐵𝑈→𝑀
𝑘,𝑚 [𝑡] and

𝑈→𝐾
𝑘,𝑚 [𝑡], 𝐵𝑈→𝐾

𝑘,𝑚 [𝑡], and these variables are strongly coupled with the
rajectories of the UAVs. It can be observed that the problem (23) is a
omplicated Mixed Integer Non Linear Programming (MINLP) problem.
herefore, we cannot use standard convex optimization techniques to
olve the problem (23).

. Solution design

To make the optimization problem (23) tractable, we relax the bi-
ary variable in (23d) into continuous variables. It yields the following
roblem:

min
{𝐂,𝐔,𝐏𝐷→𝑈 ,𝐏𝑈→𝑀 ,𝐁,𝐋}

𝐸 − 𝜁
𝑀
∑

𝑚=1

𝐾
∑

𝑘=1
𝑅𝑘,𝑚, (24a)

.𝑡. (23b), (23c), (23e)–(23w), (24b)

𝑐𝑘,𝑚[𝑡] ∈ [0, 1],∀𝑘, 𝑚, 𝑡. (24c)

In general, such a relaxation implies that the objective value of
roblem (24) serves as an upper bound for the objective value of prob-
em (23). Despite being relaxed, the problem (24) is still a non-convex
ptimization problem because of the constraints (23j) and (23k).

We propose a BCD based iterative algorithm for solving the prob-
em (23), by dividing it into five sub-problems. In the first sub-problem,
he IoRT devices connection scheduling (𝐂) is optimized for the given
AV trajectories, (𝐔), the transmission power of IoRT devices (𝐏𝐷→𝑈 ),

he transmission power of UAVs (𝐏𝑈→𝑀 ), the bandwidth allocation (𝐁)
nd the bit transmission scheduling (𝐋). In the second sub-problem, the
ransmission power of IoRT devices (𝐏𝐷→𝑈 ) and the transmission power
f UAVs (𝐏𝑈→𝑀 ) are optimized fixing all the other variables. Similarly,
n the third and fourth sub-problems, the bit transmission schedul-
ng (𝐋) and the bandwidth allocation (𝐁) are optimized, respectively.
inally, the UAV trajectories are optimized.

.1. IoRT devices connection scheduling optimization

For the given UAV trajectories, transmission powers, bandwidth
llocation and bit transmission scheduling {𝐔,𝐏𝐷→𝑈 ,𝐏𝑈→𝑀 ,𝐁,𝐋}, the
irst sub-problem to optimize the IoRT devices connection scheduling
𝐂) can be formulated as

min
𝐂

𝑀
∑

𝑚=1

𝐾
∑

𝑘=1
−𝑅𝑘,𝑚+

𝑐𝑘,𝑚[𝑡]
𝑀
∑

𝑚=1

𝐾
∑

𝑘=1

𝑇
∑

𝑡=1

(

𝑤1𝐸
𝐷→𝑈
𝑘,𝑚 [𝑡] +𝑤2𝐸

𝑈→𝐾
𝑘,𝑚 [𝑡]

)

,

𝑠.𝑡. (23b), (23c), (23i), (23k), (23p), (24c)

(25)

It can be observed that the problem (25) is a standard Linear
Programming (LP) problem. It can be solved by using the optimization
toolbox CVX [37].
8

4.2. Power control optimization

For the given IoRT devices connection scheduling, UAV trajectories,
bandwidth allocation and bit transmission scheduling {𝐂,𝐔,𝐁,𝐋}, the
econd sub-problem to optimize the transmission powers (𝐏𝐷→𝑈 ,𝐏𝑈→𝑀 )
an be formulated as

min
{𝐏𝐷→𝑈 ,𝐏𝑈→𝑀 }

−
𝑀
∑

𝑚=1

𝐾
∑

𝑘=1
𝑅𝑘,𝑚,

.𝑡. (23e), (23f), (23k), (24c)

(26)

he problem (26) is a non-convex optimization problem due to the
on-convex objective function −𝑅𝑘,𝑚 and non-convex constraint (23k).
e develop the solution to the subproblem (26) on similar lines with

he method followed in [3]. We apply variable substitution and then
ransform the subproblem into a convex optimization problem using
uccessive Convex Approximation (SCA). Since 𝑃𝐷→𝑈

𝑘,𝑚 [𝑡], 𝑃𝑈→𝑀
𝑚 [𝑡] >

,∀𝑘, 𝑚, 𝑡, we introduce the auxiliary variables 𝛼𝑘,𝑚[𝑡] and 𝛽𝑚[𝑡], where
𝐷→𝑈
𝑘,𝑚 [𝑡] ≜ 𝑒𝛼𝑘,𝑚[𝑡] and 𝑃𝑈→𝑀

𝑚 [𝑡] ≜ 𝑒𝛽𝑚[𝑡]. Now, by substituting (5) and
7) in (8), the throughput 𝑅𝑘,𝑚[𝑡] can be written as

𝑘,𝑚[𝑡]

= 𝐵[𝑙𝑜𝑔2(𝜎2 + 𝑒𝛼𝑘,𝑚[𝑡]ℎ𝐷→𝑈
𝑘,𝑚 [𝑡] + 𝑒𝛽𝑚[𝑡]ℎ𝑈→𝑀

𝑚 [𝑡]

+ 𝑒𝛼𝑘,𝑚[𝑡]+𝛽𝑚[𝑡]ℎ𝐷→𝑈
𝑘,𝑚 [𝑡]ℎ𝑈→𝑀

𝑚 [𝑡])

− 𝑙𝑜𝑔2(𝜎2(𝜎2 + 𝑒𝛼𝑘,𝑚[𝑡]ℎ𝐷→𝑈
𝑘,𝑚 [𝑡] + 𝑒𝛽𝑚ℎ𝑈→𝑀

𝑚 [𝑡]))]

≜ 𝐵(𝛷1 −𝛷2)

(27)

here 𝛷1 = 𝑙𝑜𝑔2(𝜎2 + 𝑒𝛼𝑘,𝑚[𝑡]ℎ𝐷→𝑈
𝑘,𝑚 [𝑡] + 𝑒𝛽𝑚[𝑡]ℎ𝑈→𝑀

𝑚 [𝑡] + 𝑒𝛼𝑘,𝑚[𝑡]+𝛽𝑚[𝑡]
𝐷→𝑈
𝑘,𝑚 [𝑡]ℎ𝑈→𝑀

𝑚 [𝑡]) and 𝛷2 = 𝑙𝑜𝑔2(𝜎2(𝜎2+𝑒𝛼𝑘,𝑚[𝑡]ℎ𝐷→𝑈
𝑘,𝑚 [𝑡]+𝑒𝛽𝑚[𝑡]ℎ𝑈→𝑀

𝑚 [𝑡])).
s both 𝛷1 and 𝛷2 are convex functions, 𝑅𝑘,𝑚[𝑡] is difference of convex
rogramming problem. We can express it as:

min
{𝜶,𝜷}

−
𝑀
∑

𝑚=1

𝐾
∑

𝑘=1
𝑅𝑘,𝑚,

.𝑡. (23k), (24c)
0 ≤ 𝑒𝛼𝑘,𝑚[𝑡] ≤ 𝑃𝐷→𝑈

𝑚𝑎𝑥 [𝑡],∀𝑘, 𝑚, 𝑡,

0 ≤ 𝑒𝛽𝑚[𝑡] ≤ 𝑃𝑈→𝑀
𝑚𝑎𝑥 [𝑡],∀𝑚, 𝑡,

(28)

he problem (28) is non-convex optimization problem due to the non-
onvex objective function −𝑅𝑘,𝑚. To make the problem (28) tractable,
e apply SCA to approximate 𝛷1 to a linear function 𝛷̃1 using first-
rder Taylor expansion in each iteration. Let 𝑅̃𝑘,𝑚[𝑡] ≜ 𝐵(𝛷2 − 𝛷̃1);
t is a convex function. We define 𝐏𝐷→𝑈 𝑟 = {𝑃𝐷→𝑈 𝑟

𝑘,𝑚 [𝑡],∀𝑘, 𝑚, 𝑡} and
𝑈→𝑀𝑟 = {𝑃𝑈→𝑀𝑟

𝑚 [𝑡],∀𝑘, 𝑚, 𝑡}, which represent the transmission power
alue of IoRT devices to the UAVs and the transmission power values
f UAVs to the MEC device in the 𝑟th iteration, respectively. Then
𝑟 = {𝛼𝑟𝑘,𝑚[𝑡],∀𝑘, 𝑚, 𝑡} and 𝜷𝑟 = {𝛽𝑟𝑚[𝑡],∀𝑘, 𝑚, 𝑡} represent the variable
ubstitution values given by 𝐏𝐷→𝑈 𝑟 and 𝐏𝑈→𝑀𝑟 in the 𝑟th iteration,
espectively. Therefore, we can obtain the lower bound 𝛷̃1 of 𝛷1 using
CA, as below:

1 ≥ 𝛷̃1 = 𝑙𝑜𝑔2(𝑒
𝛼𝑟𝑘,𝑚[𝑡]+𝛽

𝑟
𝑚[𝑡]ℎ𝐷→𝑈

𝑘,𝑚 [𝑡]ℎ𝑈→𝑀
𝑚 [𝑡])+

1
𝑙𝑛(2)

[(𝛼𝑘,𝑚[𝑡] − 𝛼𝑟𝑘,𝑚[𝑡]) + (𝛽𝑚[𝑡] − 𝛽𝑟𝑚[𝑡])]
(29)

Then the throughput is given by 𝑅̃𝑘,𝑚 = 1
𝑇
∑𝑇

𝑡=1 𝑐𝑘,𝑚[𝑡]𝑅̃𝑘,𝑚[𝑡]. The
problem (28) can be approximated as below:

min
{𝜶,𝜷}

𝑀
∑

𝑚=1

𝐾
∑

𝑘=1
𝑅̃𝑘,𝑚,

𝑠.𝑡. (24c),
𝑇
∑

𝑡=1

𝑀
∑

𝑚=1

𝐾
∑

𝑘=1
𝑐𝑘,𝑚[𝑡]𝑅̃𝑘,𝑚[𝑡] ≤ 𝐶𝑚𝑎𝑥

0 ≤ 𝑒𝛼𝑘,𝑚[𝑡] ≤ 𝑃𝐷→𝑈
𝑚𝑎𝑥 [𝑡],∀𝑘, 𝑚, 𝑡,

0 ≤ 𝑒𝛽𝑚[𝑡] ≤ 𝑃𝑈→𝑀
𝑚𝑎𝑥 [𝑡],∀𝑚, 𝑡,

(30)

As the problem (30) is a convex optimization problem, it can be
solved using the CVX toolbox [37].
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4.3. Bit transmission scheduling optimization

For the given IoRT devices connection scheduling, UAV trajectories,
transmission powers, and bandwidth allocation {𝐂,𝐔,𝐏𝐷→𝑈 ,𝐏𝑈→𝑀 ,𝐁},
the third sub-problem to optimize the bit transmission scheduling (𝐋)
can be formulated as

min
𝐋

𝑀
∑

𝑚=1

𝐾
∑

𝑘=1

𝑇
∑

𝑡=1

(

𝑤1𝑐𝑘,𝑚[𝑡]𝐸𝐷→𝑈
𝑘,𝑚 [𝑡] +𝑤2(𝐸𝑈→𝑀

𝑘,𝑚 [𝑡] + 𝑐𝑘,𝑚[𝑡]𝐸𝑈→𝐾
𝑘,𝑚 [𝑡])

)

𝑠.𝑡. (23l)–(23p), (23r)–(23t)

(31)
As the UAV trajectories are fixed, the time-dependent channels and

ℎ𝐷→𝑈
𝑘,𝑚 [𝑡] and ℎ𝑈→𝑀

𝑚 [𝑡] are also known. Besides, the non-linear cou-
plings between the variables 𝑙𝐷→𝑈

𝑘,𝑚 [𝑡], 𝐵𝐷→𝑈
𝑘,𝑚 [𝑡] and 𝑙𝑈→𝑀

𝑘,𝑚 [𝑡], 𝐵𝑈→𝑀
𝑘,𝑚 [𝑡]

and 𝑙𝑈→𝐾
𝑘,𝑚 [𝑡], 𝐵𝑈→𝐾

𝑘,𝑚 [𝑡] no longer exist. As the objective function and
constraints are convex, the resource scheduling problem (31) is convex.
Therefore, we can use CVX to solve it.

4.4. Bandwidth allocation optimization

For the given IoRT devices connection scheduling, UAV trajecto-
ries, transmission powers and bit transmission scheduling {𝐂,𝐔,𝐏𝐷→𝑈 ,
𝐏𝑈→𝑀 ,𝐋}, the fourth sub-problem to optimize the bandwidth allocation
(𝐁) can be formulated as

min
𝐁

𝑀
∑

𝑚=1

𝐾
∑

𝑘=1

𝑇
∑

𝑡=1

(

𝑤1𝑐𝑘,𝑚[𝑡]𝐸𝐷→𝑈
𝑘,𝑚 [𝑡] +𝑤2(𝐸𝑈→𝑀

𝑘,𝑚 [𝑡] + 𝑐𝑘,𝑚[𝑡]𝐸𝑈→𝐾
𝑘,𝑚 [𝑡])

)

𝑠.𝑡. (23q), (23u)–(23w)

(32)

It can be observed that the problem (32) is convex with a convex
objective function and convex constraints. We leverage the Lagrange
duality method to solve the problem (32). The corresponding optimal
solution is given in Theorem 1.

Theorem 1. The optimal solution for problem (32) is given by the
Eqs. (33)–(35).

Proof. See Appendix. □

𝐵𝐷→𝑈∗
𝑘,𝑚 [𝑡] =

⎧

⎪

⎪

⎨

⎪

⎪

⎩

ln 2
2 𝑙𝐷→𝑈

𝑘,𝑚 [𝑡]

𝛿𝑊0

[

ln 2
2

( 𝜙𝑘,𝑚,𝑡
𝑤1

ℎ𝐷→𝑈
𝑘,𝑚 [𝑡]𝑙𝐷→𝑈

𝑘,𝑚 [𝑡]
)

1
2

] , 𝑡 ∈ 1,

0, 𝑡 = 𝑇 − 1 or 𝑇 ,

(33)

𝐵𝑈→𝑀∗
𝑘,𝑚 [𝑡] =

⎧

⎪

⎪

⎨

⎪

⎪

⎩

ln 2
2 𝑙𝑈→𝑀

𝑘,𝑚 [𝑡]

𝛿𝑊0

[

ln 2
2

( 𝜙𝑘,𝑚,𝑡
𝑤2

ℎ𝑈→𝑀
𝑘,𝑚 [𝑡]𝑙𝑈→𝑀

𝑘,𝑚 [𝑡]
)

1
2

] , 𝑡 ∈ 2,

0, 𝑡 = 1 or 𝑇 ,

(34)

𝐵𝑈→𝐾∗
𝑘,𝑚 [𝑡] =

⎧

⎪

⎪

⎨

⎪

⎪

⎩

ln 2
2 𝑙𝑈→𝐾

𝑘,𝑚 [𝑡]

𝛿𝑊0

[

ln 2
2

( 𝜙𝑘,𝑚,𝑡
𝑤2

ℎ𝐷→𝑈
𝑘,𝑚 [𝑡]𝑙𝑈→𝐾

𝑘,𝑚 [𝑡]
)

1
2

] , 𝑡 ∈ 3,

0, 𝑡 = 1 or 2,

(35)

where 𝜙𝑘,𝑚,𝑡 =
𝜌∗𝑘,𝑚,𝑡

𝛿2𝜎2 ln(2) with 𝝆∗ = {𝜌∗𝑘,𝑚,𝑡,∀𝑘, 𝑚, 𝑡} being the optimal
Lagrange multipliers (dual variables). 𝑊0(𝑥) is the principal branch of
the Lambert 𝑊 function defined as the solution of 𝑊0(𝑥)𝑒𝑊0(𝑥) = 𝑥 [38].

It can be observed that, to find out the optimal bandwidth allocation
𝐁∗, we need to obtain the optimal values of the Lagrange multipliers,
𝝆∗. We adopt a subgradient-based algorithm to obtain the optimal dual
variables. The subgradient method of dual variables is

𝜌(𝑗+1)𝑘,𝑚,𝑡 =
[

𝜌(𝑗)𝑘,𝑚,𝑡 − 𝜃(𝑗)4

(

𝐵𝐷→𝑈∗
𝑘,𝑚 [𝑡] + 𝐵𝑈→𝑀∗

𝑘,𝑚 [𝑡] + 𝐵𝑈→𝐾∗
𝑘,𝑚 [𝑡] − 𝐵

)]+

,∀𝑘, 𝑚, 𝑡,
(36)

9

where 𝜃(𝑗)4 denotes the iterative step for obtaining the dual variables
in 𝝆 at the 𝑗th iteration. Also {𝐵𝐷→𝑈∗

𝑘,𝑚 [𝑡]}, {𝐵𝑈→𝑀∗
𝑘,𝑚 [𝑡]}, {𝐵𝑈→𝐾∗

𝑘,𝑚 [𝑡]} are
the values obtained at the 𝑗th iteration using the Eqs. (33)–(35). The
convergence to the optimal value is guaranteed by the subgradient with
a small error range [39].

4.5. UAV trajectory optimization

For the given IoRT devices connection scheduling, transmission
powers, bandwidth allocation and bit transmission scheduling
{𝐂,𝐏𝐷→𝑈 ,𝐏𝑈→𝑀 ,𝐁,𝐋}, the fifth sub-problem to optimize the UAV
trajectories (𝐔) can be formulated as

min
𝐔

𝐸 − 𝜁
𝑀
∑

𝑚=1

𝐾
∑

𝑘=1
𝑅𝑘,𝑚,

𝑠.𝑡.(23g)–(23j), (23k), (24c)

(37)

It can be seen that the energy consumption 𝐸 is convex with respect to
the trajectory 𝐔. However, the problem (37) is non-convex optimization
problem as we cannot determine the concavity or convexity of −𝑅𝑘,𝑚[𝑡]
with respect to 𝐮𝑚[𝑡] and the constraints (23j) and (23k) are non-convex
constraints.

We use the SCA technique for the trajectory optimization and
approximate the original function by a more manageable function at a
given local point, in each iteration. We define 𝐮𝑟 = {𝐮𝑟𝑚[𝑡],∀𝑚, 𝑡} as the
UAV trajectory in the 𝑟th iteration. As the constraint (23j) is a convex
function with respect to 𝐮𝑚[𝑡] and 𝐮𝑗 [𝑡], we can apply the first-order
Taylor expansion at any given 𝐮𝑟𝑚[𝑡] and 𝐮𝑟𝑗 [𝑡] to obtain its lower bound.
The Taylor expansion is presented in the equation below

𝑅𝑘,𝑚[𝑡] ≥𝑅̌𝑘,𝑚[𝑡] = 𝐵𝑙𝑜𝑔2

(

1 + 𝑋
𝑌

)

− 𝐵𝑋
𝑙𝑛(2)(𝑌 +𝑋)𝑌

(

𝑃𝐷→𝑈
𝑘,𝑚 [𝑡](𝐮𝑟𝑚[𝑡] − 𝐰𝑀 ) − 𝑃𝑈→𝑀

𝑚 [𝑡](𝐮𝑟𝑚[𝑡] − 𝐰𝑘)
)

.
(

𝐮𝑚[𝑡] − 𝐮𝑟𝑚[𝑡]
)′

,

(38)

𝐮𝑚[𝑡] − 𝐮𝑗 [𝑡]‖2 ≥ −‖𝐮𝑟𝑚[𝑡] − 𝐮𝑟𝑗 [𝑡]‖
2 + 2(𝐮𝑟𝑚[𝑡] − 𝐮𝑟𝑗 [𝑡])

T

×(𝐮𝑚[𝑡] − 𝐮𝑗 [𝑡])∀𝑚, 𝑗 ≠ 𝑚, 𝑡 ∈  .
(39)

e also transform the problem (37) by applying SCA. We apply first
rder Taylor expansion approximate 𝑅𝑘,𝑚[𝑡] to a linear function 𝑅̌𝑘,𝑚[𝑡]
t any point iteratively, where 𝑅̌𝑘,𝑚[𝑡] is the lower bound of 𝑅𝑘,𝑚[𝑡]. The

Taylor expansion of 𝑅𝑘,𝑚[𝑡] at the 𝑟th iteration is presented in Eq. (38),
where,

𝑋 =
𝑃𝐷→𝑈
𝑘,𝑚 [𝑡]𝑃𝑈→𝑀

𝑚 [𝑡]ℎ0
𝜎2

,

𝑌 =𝑃𝐷→𝑈
𝑘,𝑚 [𝑡]

(

(𝐻 −𝐻𝑚)
2 + ‖𝐮𝑟𝑚[𝑡] − 𝐰𝑀‖

2
)

+ 𝑃𝑈→𝑀
𝑚 [𝑡]

(

𝐻2 + ‖𝐮𝑟𝑚[𝑡] − 𝐰𝑘‖
2
)

The throughput is denoted by 𝑅̌𝑘,𝑚 = 1
𝑇
∑𝑇

𝑡=1 𝑐𝑘,𝑚[𝑡]𝑅̌𝑘,𝑚[𝑡] Now, the
problem (37) can be reformulated as below

min
𝐔

𝐸 − 𝜁
𝑀
∑

𝑚=1

𝐾
∑

𝑘=1
𝑅̌𝑘,𝑚,

𝑠.𝑡.(23g)–(23i), (24c)
− ‖𝐮𝑟𝑚[𝑡] − 𝐮𝑟𝑗 [𝑡]‖

2 + 2(𝐮𝑟𝑚[𝑡] − 𝐮𝑟𝑗 [𝑡])
T × (𝐮𝑚[𝑡] − 𝐮𝑗 [𝑡])

≥ 𝑑2𝑚𝑖𝑛∀𝑚, 𝑡, 𝑗 ≠ 𝑚,
𝐾
∑

𝑘=1
𝐿𝑘(1 + 𝑂𝑘) ≤

𝑇
∑

𝑡=1

𝑀
∑

𝑚=1

𝐾
∑

𝑘=1
𝑐𝑘,𝑚[𝑡]𝑅̌𝑘,𝑚[𝑡]

≤ 𝐶𝑚𝑎𝑥,∀𝑘, 𝑚, 𝑡,

(40)

It can be seen that the problem (40) is a convex optimization problem
and can be solved using the CVX toolbox [37].



S. Chigullapally and C.S.R. Murthy Computer Communications 201 (2023) 1–19

T
e
e
w
v
t
c
m
w
p

H
l


c
A

c
n

a
w
b
a
T
i
s
c
r

6

F
1
p
s
a
e
o
c
l
c
W
s
t
a
h
v
o
t
o
b

d
n
s
U
t
p
e
f
H
t
c
c
i
d
d
r
a
U
U

m
m
h

4.6. Algorithm

In this section we propose an overall iterative algorithm to obtain
the results of joint optimization of resource allocation and multi-UAV
trajectory using BCD. Specifically, we perform the optimization of the
IoRT devices connection scheduling (𝐂), the transmission power of
IoRT devices (𝐏𝐷→𝑈 ) and the transmission power of UAVs (𝐏𝑈→𝑀 ), the
bit transmission scheduling (𝐋), the bandwidth allocation (𝐁) and the
UAV trajectories (𝐔) alternately in each iteration. Let us represent the
objective function of the original problem i.e., the problem (23) be rep-
resented by . We propose the Algorithm 1 to solve the original prob-
lem (23) for obtaining the solution {𝐂∗,𝐏𝐷→𝑈∗,𝐏𝑈→𝑀∗,𝐋∗,𝐁∗,𝐔∗}.2

he algorithm solves the five sub problems in five stages. In each stage,
xcept the variables to be determined in the subproblem under consid-
ration, all the other variables are kept constant. The algorithm stops
hen convergence is achieved i.e., when the change in the objective
alue of the algorithm between two consecutive iterations falls below
he threshold value 𝜖. As we use CVX to solve the sub-problems, the
omputational complexity is acceptable, in general [7]. To perform nu-
erical simulations, we used the MOSEK solver supported by the CVX
hich employs the interior-point method. The complexity of interior-
oint method is given by (𝜅

1
2 (𝜅+𝜐)2) [40,41], where 𝜅 represents the

number of inequality constraints, 𝜐 represents the number of variables.
ence, the complexity of the problems (25), (30), (31) can be calcu-

ated as ((𝐾𝑀𝑇 )3.5) and the complexity of the problem (40) can be
calculated as (𝐾1.5(𝑀𝑇 )3.5). For the problem (32), each iteration takes
(𝐾𝑀𝑇 ) time and it is experimentally observed that the problem (32)
onverges in a few iterations. Therefore, the overall time complexity of
lgorithm 1 can be given as (3(𝐾𝑀𝑇 )3.5 +𝐾1.5(𝑀𝑇 )3.5 +𝐾𝑀𝑇 ).

Algorithm 1: Five-stage iterative algorithm for solving prob-
lem (23)

1 Let 𝑟 = 0, initialize 𝐂0,𝐏𝐷→𝑈0 ,𝐏𝑈→𝑀0 ,𝐋0,𝐁0,𝐔0 // 𝑟 is the
iteration number

2 Calculate 0, the objective of the problem (23) using
𝐂0,𝐏𝐷→𝑈0 ,𝐏𝑈→𝑀0 ,𝐋0,𝐁0,𝐔0

3 repeat
4 Given 𝐂𝑟,𝐏𝐷→𝑈 𝑟 ,𝐏𝑈→𝑀𝑟 ,𝐋𝑟,𝐁𝑟,𝐔𝑟, solve the problem (25).

The solution obtained is represented by 𝐂𝑟+1

5 Given 𝐂𝑟+1,𝐏𝐷→𝑈 𝑟 ,𝐏𝑈→𝑀𝑟 ,𝐋𝑟,𝐁𝑟,𝐔𝑟, solve the
problem (30). The solution obtained is represented by
𝐏𝐷→𝑈 𝑟+1 ,𝐏𝑈→𝑀𝑟+1

6 Given 𝐂𝑟+1,𝐏𝐷→𝑈 𝑟+1 ,𝐏𝑈→𝑀𝑟+1 ,𝐋𝑟,𝐁𝑟,𝐔𝑟, solve the
problem (31). The solution obtained is represented by 𝐋𝑟+1

7 Given 𝐂𝑟+1,𝐏𝐷→𝑈 𝑟+1 ,𝐏𝑈→𝑀𝑟+1 ,𝐋𝑟+1,𝐁𝑟,𝐔𝑟, solve the
problem (32). The solution obtained is represented by 𝐁𝑟+1

8 Given 𝐂𝑟+1,𝐏𝐷→𝑈 𝑟+1 ,𝐏𝑈→𝑀𝑟+1 ,𝐋𝑟+1,𝐁𝑟+1,𝐔𝑟, solve the
problem (40). The solution obtained is represented by 𝐔𝑟+1

9 Calculate 𝑟+1 using 𝐂𝑟+1,𝐏𝐷→𝑈 𝑟+1 ,𝐏𝑈→𝑀𝑟+1 ,𝐋𝑟+1,𝐁𝑟+1,𝐔𝑟+1

Update 𝑟 = 𝑟 + 1;
10 until convergence i.e., |𝑟 − 𝑟+1

| < 𝜖
11 At convergence, 𝐂∗,𝐏𝐷→𝑈∗ ,𝐏𝑈→𝑀∗ ,𝐋∗,𝐁∗,𝐔∗ represent the

solution

5. Numerical simulation

In this section, we present the numerical simulation results to eval-
uate our proposed algorithm. We adopted the simulation parameters
from [3,4], and [7]. We chose the total bandwidth available to each

2 The proposed algorithm is not optimal theoretically due to the non-
onvexity of the problem. However, its performance gain is verified by the
umerical simulations.
 I

10
UAV, 𝐵 to be 30 MHz. The length of entire time duration 𝒯 is chosen
as 10 s. The number of time slots 𝑇 is 20 and hence each time slot is
of the length 0.5 s. The number of UAVs (𝑀) and the number of IoRT
devices (𝐾) are 3 and 15, respectively, unless specified otherwise. The
IoRT devices are randomly spread over a circular area of the radius
300 m. The noise power spectral density is taken as −60 dBm/Hz, while
the channel gain at a reference distance of 1 m is −30 dB. The heights
of the UAVs (𝐻) and of the antenna of the MEC device (𝐻𝑚) are 10 m
nd 20 m, respectively. The maximum speed of the UAV is 10 m/s,
hile the mass of the UAV (𝑄) is 9.65 kg. The minimum safety distance
etween any two UAVs, 𝑑𝑚𝑖𝑛 is taken as 51 m. The weights 𝑤1 and 𝑤2
re chosen to be 0.2 and 0.8, respectively, unless specified otherwise.
he maximum transmission power of the IoRT devices (𝑃𝐷→𝑈

𝑚𝑎𝑥 [𝑡], 𝑡 ∈  )
s 1 W, while that of the UAVs (𝑃𝑈→𝑀

𝑚𝑎𝑥 [𝑡], 𝑡 ∈  ) is 50 W. Unless
pecified otherwise, the task-input data size at each IoRT device is
hosen randomly between 50 Mb and 300 Mb. The value of task size
atio of output data to input data (𝑂𝑘, 𝑘 ∈ ) is taken as 0.8.

To run the simulations, we used MATLAB R2022a and CVX. We used
4-bit Intel i7 system of 8 cores with CPU speed of 3.4 GHz.

Figs. 2 and 3 illustrate the convergence of the proposed algorithm.
or these two graphs, the data size at each IoRT device is fixed at
00 Mb. It can be seen that both the energy consumption and through-
ut values stabilize within 8 iterations. The two graphs combined is
hown in Fig. 4, depicting trade off between the energy consumption
nd system throughput values. The trends of system throughput and
nergy consumption are plotted varying the value of 𝜁 , the weight to
ffset the difference in magnitude of system throughput and energy
onsumption, from 5 to 25. It is observed that the lower value of 𝜁
eads to higher value of system throughput and lower value of energy
onsumption. Therefore, we use the value of 𝜁 = 1 for our simulations.
e also plotted a graph Fig. 5, showing the convergence of energy con-

umption value, varying the data sizes at each IoRT device. For Fig. 5,
he data size at each IoRT device is chosen randomly between 50 Mb
nd 550 Mb as shown in the legend. It can be seen that, even with
igher data size at each IoRT device, the weighted energy consumption
alue converges within 15 iterations. Fig. 6 illustrates the trajectories
f the three UAVs computed using the proposed solution. It can be seen
hat the three UAVs cover the IoRT devices without overlapping each
ther’s coverage areas and maintaining the minimum safety distance
etween them at all times.

We plotted the average number of bits transmitted by the IoRT
evices to the UAVs in each time slot in Fig. 7. Similarly, the average
umber of bits transmitted by the UAVs to the MEC device in each time
lot is presented in Fig. 8. Fig. 9 shows the average number of bits the
AVs transmit in each time slot to the IoRT device. It can be seen that

he IoRT devices try to transmit maximum number of bits as early as
ossible. The UAVs then transmit the bits to the MEC device over the
ntire duration in a semi-uniform fashion. After getting the results back
rom the MEC device, the UAVs transmit the data back to IoRT devices.
owever it can be seen that most of the results data is transmitted by

he UAVs to IoRT devices in the later time slots. As the UAVs are in
ontinuous motion, the UAVs have to wait till the desired IoRT device
omes into its range. It can inferred that the entire process is handled
n three phases. In the first few time slots, the UAVs are collecting the
ata. In the next few time slots, the UAVs send the data to the MEC
evice and get the results back. In the last few time slots, the results are
eturn back to the IoRT devices. The trajectories of UAVs are optimized
ccordingly. Hence we see the transmission from IoRT devices to the
AVs prominently in the first few time slots, and transmission from the
AVs to the IoRT devices prominently in the last few time slots.

Fig. 10 illustrates that throughput increases both with increase in
aximum transmit powers of IoRT devices and that of UAVs. As the
aximum transmit power increases, more data can be transmitted and
ence the average system throughput increases.

Fig. 11 shows the average transmit power of IoRT devices over time.

t can be noticed that the transmit powers of IoRT devices is always
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Fig. 2. System throughput vs number of iterations.
Fig. 3. Energy consumption vs number of iterations.
etween 0.2 W and 0.3 W. This is significant improvement over [3],
here the devices are observed to be transmitting with maximum
ower (i.e., 1 W) all the time. The improvement is because of the
oint optimization of the energy consumption and system throughput
hile [3] optimizes only the system throughput. Fig. 12 shows the
eighted sum energy consumption while varying the parameter 𝑤2

or both proposed algorithm and equal bandwidth allocation method.
11
It can be noted that the equal bandwidth allocation performs simi-
lar to the proposed algorithm, while the proposed solution performs
slightly better when the value of 𝑤2 is greater than 0.6 i.e., when
more weightage is given for the energy consumption by the UAVs
compared to the weightage given to the energy consumption by the
IoRT devices. It implies that the energy consumed by the UAVs is
significantly higher compared to the energy consumed by the IoRT
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Fig. 4. Trade off between energy consumption vs system throughput.
Fig. 5. Energy consumption vs number of iterations for varying data sizes.
devices. In other words, it can be inferred that flying the UAV takes
more energy that transmission of the data.

Fig. 13 compares the energy consumption for the proposed solution,
circular trajectory method and static UAVs case in which the UAVs
are static at their respective locations, for varying number of IoRT
devices. For Fig. 13, the value of 𝑤2 is fixed as 0.5. It can be seen
hat the proposed solution always consumes lower energy compared
o the circular trajectory method and static UAVs method. When the
umber of IoRT devices is 10, the energy consumption for the pro-
osed solution, circular trajectory method and static UAVs method are
bserved to be 10.1 KJ, 10.67 KJ, and 14.04 KJ, respectively. When
12
the number of IoRT devices is 50, the energy consumption for the
proposed solution, circular trajectory method and static UAVs method
are observed respectively to be 9.4 KJ, 14.9 KJ, and 18.3 KJ. In other
words, the proposed solution achieves around 37% better performance
compared to circular trajectory method and 48.6% better performance
compared to static UAVs method. Two observations are made in this
experiment. First, UAV flight energy dominates the energy required for
transmission. Second, when the number of IoRT devices are less and
equal weightage is assigned to the energy consumption of the UAV and
energy consumption of the IoRT devices, the algorithm tries to optimize
the trajectory in such a way that the UAV visits the IoRT devices
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Fig. 6. Trajectory design for M = 3 and K = 15.
Fig. 7. Average Number of bits transmitted by IoRT devices (Mb).
by going as near to them as possible. This increases the UAV flight
energy consumption and hence the total weighted energy consumption.
However, when the number of IoRT devices increases, the UAV does
not visit the proximity of each IoRT device. Hence, the UAV flight
energy consumption is reduced and hence the total weighted energy
consumption.

In Fig. 14, we plotted the weighted energy consumption values,
varying the number of devices, for three different placements of UAV
13
— on the ground, on the UAV and on the (LEO) satellite. The first
placement is the proposed solution, wherein the UAV acts a relay
between IoRT devices and the MEC device installed on the ground
nearby. In the second placement i.e., placing MEC in the UAV, the
computations are carried out at the MEC devices carried by the UAV.
In the third placement, MEC is installed in the satellite and UAV is
used to relay the data collected from the IoRT devices to the satellite.
For this graph, we also factored in the energy need for the UAV to
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Fig. 8. Average Number of bits transmitted by UAVs to MEC device (Mb).
Fig. 9. Average Number of bits transmitted by UAVs to IoRT devices (Mb).
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ravel to the charging station. When the number of devices 𝐾 is 5,
he three placements — MEC on ground, MEC at UAV, and MEC at
atellite respectively result in the energy consumption values of 0.1 MJ,
.12 MJ, 97 MJ respectively. When 𝐾 is taken as 30, the energy
14
onsumption values are observed to be 0.86 MJ, 0.94 MJ, 24.7 GJ
espectively for the placement of MEC on ground, UAV and satellite.
n average, the proposed solution achieves 9% improvement in the
nergy consumption when compared to placement of MEC at UAV and
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Fig. 10. System throughput (Mbps) vs maximum transmit power of IoRT devices (W).
Fig. 11. Average transmit power (W) of IoRT devices.
99% improvement when compared to placement of MEC at the satellite.
It can be seen that placing MEC at the satellite incurs largest energy
consumption, followed by placing MEC on the UAV. The proposed
solution i.e, placing MEC on the ground and using UAV as relays incurs
lower energy consumption compared to the other two placements. As
the distance between UAV and satellite is very large, the channel gain
between the UAV and the satellite is very low. Hence, when MEC is
placed at satellite, the UAV expends large amount energy to transmit
the data. Alternately, placing the MEC and carrying out computations
15
at the UAV results in increased energy consumption because of two
reasons. First, the weight of UAV is increased because of carrying MEC
device. It is results in increased energy consumption for flying of the
UAV. Second, energy is expended for carrying the computations also.
Further, the rapid depletion of energy at the UAV leads to increased
frequency of trips to the charging station.

We also plotted the system throughput values for the three possible
placement of MEC in Fig. 15. When the value of 𝐾 is 5, the system
throughput values observed for the placement of MEC on ground, at
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Fig. 12. Weighed sum energy consumption (J) of the UAVs and IoRT devices vs 𝑤2.
Fig. 13. Energy consumption vs number of devices for three different ways to design trajectories of the UAVs.
AV and at the satellite respectively are 3028 Mbps, 3038 Mbps, and
.6 Mbps respectively. When the number of devices is chosen as 30,
he system throughput is observed to be 14085 Mbps, 14116 Mbps,
nd 9.5 Mbps respectively. As can be seen from Fig. 15, the proposed
16
solution performs significantly better than the placement of UAV at
the satellite. When compared to placement of MEC at the UAV, the
proposed solution gives 0.2% lower system throughput on average.
Placing MEC on satellite leads to lowest system throughput, which
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Fig. 14. Energy consumption vs number of devices for three different placements of MEC.
Fig. 15. System throughput vs number of devices for three different placements of MEC.
an be attributed to the fact the UAV should transmit the data over
very long distance when MEC is placed on the satellite. The proposed

olution gives slightly lower system throughput compared to placing
17
it at the UAV. This is because of the transmission that happens from
UAV to the MEC device in the proposed solution, which is absent in
placement of MEC at the UAV. However, the decrease in the system
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throughput is negligible compared to the significant gains in the energy
consumption.

The presented results are based on the numerical simulations, for
the use-case of providing MEC services to the energy-constrained IoRT
devices. The solution is designed based on the assumptions of free-
space path loss model, delay-tolerant data, and dominance of LoS links
between UAVs and IoRT devices. Therefore, the proposed solution
works best for the use case considered i.e., the IoRT devices spread
over a remote area, lacking cellular infrastructure. For a non-remote
scenario, appropriate path-loss models should be considered. Besides,
the delay should be included in the objective when modeling the system
for delay-sensitive data.

6. Conclusion

In this paper, we investigated the UAV-enabled MEC service provi-
sioning architecture for remote IoRT devices, wherein the UAVs collect
data from the IoRT devices and relay the collected data to the MEC
device on the ground installed nearby. We optimized the dual objective
of minimizing the energy consumption and maximizing the system
throughput by jointly optimizing the connection scheduling, power
control, bit transmission scheduling, bandwidth allocation, and UAVs’
trajectories. Using numerical simulations, we showed that the proposed
solution obtains significant performance improvement compared to the
baseline schemes. In our future work, we plan to consider other Quality
of Service parameters such as delay and reliability for the data collected
from the IoRT devices. Another direction is to relax the requirement
that the UAVs should always be in the line of sight of MEC device, so
that larger geographical area can be served.
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Appendix

The corresponding Lagrangian function can be expressed as:

(1)(𝐁,𝝆) =
𝐾
∑

𝑘=1

𝑀
∑

𝑚=1

𝑇
∑

𝑡=1

{(

𝑤1𝑐𝑘,𝑚[𝑡]𝐸𝐷→𝑈
𝑘,𝑚 [𝑡]+

𝑤2(𝐸𝑈→𝑀
𝑘,𝑚 [𝑡] + 𝑐𝑘,𝑚[𝑡]𝐸𝑈→𝐾

𝑘,𝑚 [𝑡])
)

+ 𝜌𝑘,𝑚,𝑡

(

𝐵𝐷→𝑈 [𝑡] + 𝐵𝑈→𝑀 [𝑡] + 𝐵𝑈→𝐾 [𝑡] − 𝐵
) }

,

(41)
𝑘,𝑚 𝑘,𝑚 𝑘,𝑚

18
where 𝝆 = {𝜌𝑘,𝑚,𝑡,∀𝑘, 𝑚, 𝑡} are the Lagrange multipliers associated with
the corresponding constraints. Now, the Lagrangian dual function of
the problem (31) can be presented as

𝑑(1)(𝝆) =min
𝐁

(1)(𝐁, 𝜌)

𝑠.𝑡. (23q), (23u)–(23w)
(42)

Hence, by applying Karush–Kuhn–Tucker (KKT) conditions, we can
solve the problem (42).
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