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Abstract

AdS/CFT, or more broadly speaking gauge/gravity duality has revolutionized our understanding
of strongly coupled quantum field theories. For a large class of field theories, calculations which
were once considered beyond reach due to breakdown of coupling constant perturbation theory
are now routinely being done by first mapping the field theory to its gravity dual (often con-
structed from the “bottom up” without even the need for knowledge of any details of string the-
ory), and then solving (numerically in most cases) the classical gravity-matter system, i.e. Ein-
stein field equations coupled to classical matter fields. This so called “holographic approach” of
solving strongly coupled (gauge) fields theories have extended the use of gravitational methods
(GR/SUGRA) to the fields of condensed matter physics. and QCD.
However, the impact of AdS/CFT (gauge/gravity) has been far more deep and revealing than
merely providing a classical geometrical computational tool for strongly coupled field theory phe-
nomena. Thinking about how field theory codes various phenomena on the gravity side, such as
emergence of a quasilocal bulk spacetime local observables propagating on it, spatial connectivity
of the bulk geometry, event horizons and gravitational singularities etc., has led to the recognition
and importance of various concepts from the quantum information and computation (QIC) litera-
ture which capture aspects of quantum field theories not captured by traditional observables such
as correlation functions of local operators or Wilson loops. Information geometry/information
metrics, Von-Neumann and Renyi Entropy, Mutual Information, Tensor networks Computational
Complexity, Fidelity susceptibility, Quantum error correcting codes are only to name a few. This
has become a highly productive enterprise leading to insights which might even solve the infor-
mation paradox. Combining insights from holographic gravity duals, from integrability or super-
symmetry based arguments, from lattice based approaches and perturbative approaches, we have
explored the landscape of local quantum field theories rather comprehensively. Chapter 1 of this
thesis gives a short review of AdS/CFT correspondence as to how it arises together with its im-
portant ingredients viz. AdS background and the boundary conformal field theory.
In this thesis we employ the notion of holographic complexity to navigate the lesser chartered ter-
ritories like timelike singularities, non-local and lorentz violating field theories and warped CFT’s.
In places we have leveraged the holographic tools to define the boundary gauge theory using the
bulk description. thereby studied the characteristics of the boundary gauge theory by quantifying
their complexity. The complexity is defined holographically by Susskind’s complexity volume and
complexity action conjectures. Both of the conjectures of CV and CA as they came to be known,
comes handy when characterizing the universal features of quantum complexity of the boundary
field theory. Quantum complexity has emerged to be a crucial property of field theories capable
of capturing physical phenomena which cannot be easily captured by more traditional field the-
ory probes such as correlation function of local operators, and is touted to play a major role in
holographic bulk reconstruction. We also compare and contrast the outcomes of both prescrip-
tions to the extent that they appear as a viable tool in capturing the formerly obscure content of
boundary field theory. In chapter 2 of the thesis, we introduce the notion of holographic quantum
complexity and present the reasoning for its introduction as a viable tool.
Combining insights from complementary approaches such as holography, integrability or super-
symmetry based arguments, lattice based approaches and perturbative approaches, we have ex-
plored the landscape of local quantum field theories rather comprehensively. However, the land-
scape of nonlocal quantum field theories is still mostly unexplored. We are optimistic that holog-
raphy will be as productive in demystifying properties of nonlocal quantum field theories such as
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the LST as it has been for enhancing our understanding of strongly coupled regimes of local field
theories. Another fact is that holography beyond the traditional asymptotically AdS setting is
also little explored. Our hope is that studying set ups such as the LST will help us get an handle
on nonperturbative quantum gravity beyond pure AdS asymptotics to flat asymptotics.
In chapter 3 we present the study of string theory in the background that interpolates between
AdS3 in the IR to flat spacetime with a linear dilaton in the UV. The boundary dual theory in-
terpolates between a CFT2 in the IR to a certain two-dimensional Little String Theory (LST) in
the UV. In particular, we study computational complexity of such a theory through the lens of
holography and investigate the signature of non-locality in the short distance behavior of com-
plexity. When the cutoff UV scale is much smaller than the non-locality (Hagedorn) scale, we find
exotic quadratic and logarithmic divergences (for both volume and action complexity) which are
not expected in a local quantum field theory. We also generalize our computation to include the
effects of finite temperature. Up to second order in finite temperature correction, we do not any
find newer exotic UV-divergences compared to the zero temperature case.
Thereafter, chapter 4 is the generalization of our work presented in previous chapter where we
exploited holography to compute the complexity characteristics of Little String Theory (LST), a
nonlocal, non-gravitational field theory which is connected via RG flow to local 2d CFT in the IR
by an integrable irrelevant (TT ) deformation. In this work, we look at the LST obtained by fur-
ther deforming the 2d CFT by Lorentz violating irrelevant JT and TJ deformations, in an effort
to capture the novel signatures of Lorentz violation (on top of nonlocality) on quantum complex-
ity. It turns out that for this system the nonlocality and Lorentz violation effects are inextricably
intertwined in the divergence structure of the quantum complexity. In anticipation of the fact
that the dual field theory is lorentz violating, we compute the volume complexity in two different
lorentz frames and the comparison is drawn between the results. These new results are consistent
with our previous work, and null warped AdS3 is treated as special case of interest.
In chapter 5 we investigate WCFT2 s using circuit complexity as a tool. Warped conformal field
theories in two dimensions are exotic nonlocal, Lorentz violating field theories characterized by
Virasoro-Kac-Moody symmetries and have attracted a lot of attention as candidate boundary du-
als to warped AdS3 spacetimes, thereby expanding the scope of holography beyond asymptoti-
cally AdS spacetimes. First we compute the holographic volume complexity (CV) which displays
a linear UV divergence structure, more akin to that of a local CFT2 and has a very complicated
dependence on the Virasoro central charge c and the U(1) Kac-Moody level parameter k. Next
we consider circuit complexity based on Virasoro-Kac-Moody symmetry gates where the com-
plexity functional is the geometric (group) action on coadjoint orbits of the Virasoro-Kac-Moody
group. We consider a special solution to extremization equations for which complexity scales lin-
early with “time”. In the semiclassical limit (large c, k, while c/k remains finite and small) both
the holographic volume complexity and circuit complexity scales with k.
In the final chapter 6, we turn our attention towards the quantum complexity of CFT/quantum
gravity states which are dual to bulk geometries containing a naked timelike singularity. The ap-
pearance of naked timelike singularities in semiclassical limit are allowed in string theory, par-
ticularly in the context of holography, so long as they satisfy the “Gubser criterion” - only those
naked timelike singularities are admissible which arise in the extremal limits of geometries con-
taining cloaked singularities. In this work, we formulate an analogous criterion for the appearance
of naked timelike singularities based on holographic complexity. We study three specific cases of
naked timelike singularities, namely the negative mass Schwarzschild-AdS spacetime, the timelike
Kasner-AdS and Einstein-dilaton system. The first two cases are outright ruled out by the Gub-
ser criterion while the third case is more subtle - according to the Gubser criterion the singularity
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switches from forbidden to admissible as the parameter δ is dialed in the range [0, 1] across the
transition point at δ = 1/

√
3. We probe all three geometries using two holographic complexity

prescriptions, namely CA and CV. We propose a simple criterion that if the holographic complex-
ity of a geometry with naked timelike singularities is less than that of empty AdS, then that sin-
gularity cannot arise in the semiclassical limit of a UV-complete theory of quantum gravity. Our
study strongly suggests that action complexity (CA) is a sensitive tool to investigate of timelike
singularities being perfectly consistent with the Gubser criterion in all cases. On the other hand,
volume complexity (CV) turns out to be not a reliable tool to probe timelike singularities.
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Chapter 1

Overview of Holography

1.1 Quest for Quantum Gravity

“Behind it all is an idea so simple, so
beautiful, that when we grasp it- in a
decade, a century, or a millenium- we
will all say to each other, how could it
have been otherwise? How could we have
been so stupid?”

- John A. Wheeler

Stephen Hawking in his pop-sci bestseller, A Brief History of Time has quoted that,“But ever
since the dawn of civilization, people have not been content to see events as unconnected and in-
explicable. They have craved an understanding of the underlying order in the world.”. Since time
immemorial, humankind has always been fascinated by the mystery the night sky holds as is ev-
ident from prehistoric paintings, ancient architecture, and writings. Humanity’s insatiable quest
to know it all has partially satiated in the early 20th century with the advent of the theory of
relativity at the hands of Albert Einstein, which has become the “go to book” when it comes
to finding answers to the questions pertaining to the large scale structure of spacetime. On the
other hand, in the regime of the small, the reductionist approach of inquiry has borne wonderful
fruits and has proven a successful and powerful approach to investigation since the time of Dem-
ocritus in ancient Greece. Quantum Mechanics (QM) assumes the role to be the rightful heir of
this course of inquiry of nature and is contemporary to relativistic mechanics. It is obvious that
with two chief theories in place governing both regimes of the large and the small, nature has pre-
sented us with the unusual phenomenon which required us to borrow and look for the fusion of
the methods from both paradigms. And hence in the thirties, with the labors of Dirac, Heisen-
berg, Pauli, Jordan, and many others gave birth to Relativistic Quantum Mechanics (RQM) or
later dubbed with further conceptual developments as Quantum Field Theory (QFT). Which
as the name suggests, incorporates both the (special) relativity theory and quantum mechanics
nicely into a single framework that works nicely in each other’s company. It has so far been cred-
ited with being the most successful scientific theory explaining the phenomena from the territory
of atomic scale down to the subnuclear scale. To put it in perspective in Feynman’s words, the
predicting power of RQM is “equivalent of measuring the distance from Los Angeles to New York,
to within the thickness of the human hair.” It sounded like an overstatement those times to which
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Feynman was referring but the precision available today is more than 600 times better - equiv-
alent to measuring the distance from the Earth to the Moon to within the width of the human
hair.
Everybody was happy with the way physics was going in the day until Hawking came into the
picture with his path-breaking work and professed that black holes are the playground not only of
general relativity but also the hotbed of quantum mechanics. Hawking’s study has brought gen-
eral relativity and quantum mechanics in the crosshairs of each other. Seems like, in the black
holes, quantum mechanics and relativity coexists but in separate rooms with no chance of coex-
isting in the harmony with each other’s company. If one tries to put them together, one runs into
the bizarre phenomenon and logical inconsistencies like the information paradox. So it seems that
the marriage of quantum mechanics with general relativity, unlike that with special relativity has
so far always ended in a violent divorce.
It is not only to fulfill the empirical need but for the logical consistency of the enterprise, the off-
spring of quantum mechanics and general relativity now unanimously dubbed as Quantum Grav-
ity (QG) has conceptually been sought after the successful completion of the standard model.
Among the four fundamental forces of nature known to exist today, viz. electromagnetism, the
weak force, and the strong force have all been quantized, i.e. they had been cast successfully into
the quantum mechanical framework. It is only the theory of gravity manifesting itself in the form
of curved spacetime that has been standing alone from this quantum mechanical association with
the other forces. And the venture to put together the two has the reputation to be dubbed the
“holy grail” of modern physics. As we entered the 21st century and are celebrating the cente-
naries of the inauguration of two of mankind’s most colossal intellectual milestones, the ultimate
laws governing the origin of the universe are still shrouded in mystery. And this mysteriously ap-
pears to be the plot of a cryptic design that the usual elusive playgrounds of quantum gravity
are always hidden from the inquiring eye as if nature is intentionally trying to keep the secrets
locked away. These obscure habitats like the Planck scale physics inaccessible by any conceivable
accelerator, singularities cloaked behind the black hole horizon, and the initial singularity at the
birth of space and time only dictate that for the time being, the physicists have only to resort
to the theoretical considerations based upon gendanken experiments, symmetry principles and
mathematical consistencies if they ever intend to make any fruitful progress. In light of all of this,
the black hole information paradox is not only a stumbling block but the harbinger of progress
whose resolution is promising to reward humankind with the invitation to the uncharted territory
of quantum gravity, which for the time being bears resemblance to the distant mirage. To sum it
all up, Hawking taking a jibe at Einstein’s contrarian perception of quantum mechanics has de-
clared that, “Consideration of particle emission from black holes would seem to suggest that God
not only plays dice but also sometimes throws them where they cannot be seen.”. This brings us
back to conclude by quoting the master once again- “Today we still yearn to know why we are
here and where we come from. Humanity’s deepest desire for knowledge is justification enough for
our continuing quest. And our goal is nothing less than a complete description of the universe we
live in.”

1.2 Holographic Principle
Black holes effectively behave as thermodynamic systems in quantum gravity having a finite tem-
perature [1] and entropy [2]. Black holes are not only the simplest gravitational objects with
no room for variation at all, but have proven to be the perfect theoretical laboratories to study
quantum gravity. They can do so by making the Planck scale phenomenon accessible to the low
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energy physics. The first great breakthrough in this direction was the formulation of the black
hole entropy (BH entropy) relation by Bekenstein [2] and Hawking [1]

SBH = ABH

4GN

.

which indicates that somehow the relevant degrees of freedom are encoded in its event horizon in-
stead of the bulk with the density of no more than one bit per unit Planck area. This all seems
contrary at the face of the conventional thermodynamic systems where degrees of freedom re-
side in the bulk of the system as indicated by the entropy scaling extensively with its volume.
This observation was later dubbed the holographic principle by t’Hooft [3] and Susskind [4] who
propounded that this property qualifies to be the signature of quantum gravity at work. For su-
permassive black holes like the one at the center of the Milky Way, this amounts to packing an
enormous entropy ∼ 1088 - a whopping large number - million times the total entropy of all the
baryonic matter in the observable universe. The Bekenstein Hawking formula serves as an upper
bound for the maximum entropy that can fit inside a region of the space bounded by the area of
the black hole horizon. To see this, assume the contrary where we have some matter bounded in-
side some area and we throw in some extra matter and thereby increasing the entropy but also
simultaneously forming a black hole. Consequently, we are led to the Bekenstein bound which as-
serts that there cannot be more than one degree of freedom per unit Planck area residing at the
horizon.
To strengthen the claim of the holographic principle, we will provide the counting argument and
start by estimating the number of degrees of freedom participating in the dynamics on both sides
of the duality. Since entropy counts the number of such degrees of freedom (henceforth, dof ), in
the light of the holographic principle we expect the entropy computed using both descriptions to
come the same. The entropy is an extensive quantity in QFT therefore it scales linearly with the
spatial volume containing the degrees of freedom. Now for the validity of the holographic princi-
ple, it is essential that the entropy thus computed must be a sub-extensive quantity i.e. scaling
linearly only with the area in the bulk description.
Consider a d-dimensional QFT living in the lattice of linear size l with each cell having a lattice
spacing of ϵ. Here, l plays the role of the IR cutoff and in order to regulate the counting, it is
necessary to identify ϵ as a short-distance cutoff. If ρ governs the number of dof per lattice site,
then the total number of dof in the CFT is

nQFT = ρ

(
l

ϵ

)d−1

.

Now let us compute the number of participating dof according to the bulk description. On the
bulk side of the duality, the number of dof are governed by the BH entropy formula

Consequently, the number of dof governing the bulk dynamics scales as

nAdS = 1
4
Ld−1

GN

(
l

ϵ

)d−1

,

= 1
4

(
L

lp

)d−1 (
l

ϵ

)d−1

,
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where we used GN ∼ ld−1
p . Classical Einstein gravity limit is applicable when AdS curvature is

very large in Planck units i.e.(L/lp)d−1 ≫ 1.
The whole upshot of this counting argument is the holographic principle which in its most gener-
ality is stated as the information contained in the quantum gravity theory can also be encoded in
the field theory living in one lower dimensional spacetime, given that we identify

ρ = 1
4
Ld−1

GN

.

Now GN plays the role of the coupling constant in the Einstein-Hilbert action of gravity

SEH ∼
1
GN

∫ √
gR + .... ,

Hence the above argument implies that we have a classical gravity description dominated by the
saddle point if the dual QFT has the large number of dof. This also explains Bekenstein and
Hawking’s remarkable observation by suggesting that in the case of black holes, all the gravi-
tational dof’s are localized on the horizon therefore, the entropy of black holes scales with the
horizon area instead of the bulk volume. Another observation that serves as a recurring theme
in the holographic duality is the UV/IR duality. UV/IR duality states that in a holographic de-
scription, the UV cutoff of the QFT acts as the IR cutoff of the bulk gravity and the IR cutoff
of the boundary description acts as the UV cutoff in the bulk. In other words, probing long dis-
tance scales in the bulk is equivalent to probing short distances in the boundary and vice versa.
Therefore one can associate the region close to the boundary with the UV physics living at the
boundary and the region close to the interior in the bulk with the IR regime of the boundary field
theory. This equality of the dof on both sides substantiates the conjecture that both theories are
like the two sides of a same coin. As a result of this, the bulk dynamics can also be alternatively,
described using the boundary description.
The discovery of AdS/CFT correspondence in 1997 [5] has brought the holographic principle to
the center stage in superstring theory. However, one might object as to the relevance of studying
the exotic spacetime viz. the AdS spacetime while our spacetime is actually de Sitter. The an-
swer is that by attacking the problem of quantum gravity in relatively favourable AdS spacetime,
we hope to learn more about the general features of the quantum gravity like the information
paradox in our own spacetime, which has proven to be a bit more challenging due to its global
features (like the lack of timelike and null asymptotic region, etc.). The rest of the chapter is de-
voted to elucidating this interesting and fruitful paradigm of quantum gravity.

1.3 Major ingredients of AdS/CFT duality
The paradigm of AdS/CFT Duality [5, 6, 7, 8] or more generally Gauge-Gravity Duality [9], emerged
from the superstring theory, which is regarded as the prime candidate of the unified theory, bring-
ing all the known forces under a single umbrella. The most striking feature of AdS/CFT is its
holographic nature, which relates (d + 1)-dimensional gravitational theory to d-dimensional quan-
tum field theory/gauge theory. To be specific, the gravitational theory has to be formulated in
the Anti-de Sitter (AdS) spacetimes and the quantum field theory is a very specific kind of gauge
theory, which lives at the conformal boundary of the AdS spacetime. Gauge theories, in general,
describe the interactions viz. the electromagnetic, weak force, and the strong force except for
gravity. At the first glance, both theories look different, even the dimensionality of spacetime in
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which they operate is different, but AdS/CFT duality establishes a close equivalence or duality
between the two.
In what follows, we will present Maldacena’s decoupling argument for AdS/CFT correspondence
and try to gain some intuition as to why the holography works but we will first set the stage by
introducing the main characters - AdS spacetime and Conformal Field Theory.

1.3.1 Anti de Sitter spacetime
Anti-de Sitter spacetime in (d+ 1)- dimensions, (AdSd+1) is an exact solution to the Einstein field
equations which arises as the solution of the equations of motion to the following Einstein-Hilbert
action with negative cosmological constant

S = 1
16πGN

∫
dd+1x(R− 2Λ) .

It admits the maximum number of Killing vectors (i.e. (d + 1)(d + 2)/2 in number) and hence is
maximally symmetric spacetime with constant negative curvature. Therefore the following rela-
tion holds between the curvature tensor and the metric

Rµνρσ = −1
L2 (gµρgνσ − gµσgνρ) ,

where L sets the curvature scale. And constant negative scalar curvature is given by

R = −d(d+ 1)
L2 ,

together with the cosmological constant

Λ = −d(d− 1)
2L2 .

AdSd+1

Unwrapping of S1

t

Xi

Figure 1.1: Global AdSd+1 realized as lorentzian hyperboloid.

AdSd+1 space can be realized as a lorentzian hyperboloid having the global topology of S1×Rd[10]

−X2
0 −X2

d+1 +
d∑
i=1

X2
i = −L2 ,
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embedded in (d + 2) dimensional ambient space. By construction, the isometry group SO(d, 2)1

is manifest therefore it can be thought of as a homogeneous space of the same group manifold.
It is evident that the spacetime admits the pathological closed timelike curve (CTC) and thus
violates causality. To restore causality, one unwraps the time direction and works instead with its
simply connected universal covering space which we recognize as the familiar lorentzian AdSd+1
spacetime.
The symmetry generators Jµν = i

(
Xµ

∂
∂Xν
−Xν

∂
∂Xµ

)
of AdSd+1 are subject to the following com-

mutation relation

[Jµν , Jρσ] = −i(gµσJνρ + gνσJµσ − gµρJνσ − gνσJµρ) . (1.1)

The action of the isometry group on AdSd+1 is transitive i.e. action of the elements of SO(d, 2)
maps any two points of AdSd+1 to each other or in other words, the orbits are diffeomorphisms.
Therefore AdSd+1 can be obtained as a coset space [11] by performing the following quotient by
the isotropy group

AdSd+1 = SO(d, 2)
SO(d, 1) .

If a point p on a manifold is fixed under the action of a subgroup, then that subgroup consti-
tutes the isotropy group (aka the stabilizer group) of that point. SO(d, 1) constitutes the isotropy
group for SO(d, 2). In this way, AdSd+1 admits a differentiable structure and is called a homoge-
neous spacetime. The isometry group SO(d, 2) admits SO(2) × SO(d) as the maximally compact
subgroup where, SO(2) part represents the time translation symmetry and SO(d) the orthogonal
transformation of Rd part.
To be more concrete, we state a metric that is of most interest to us and that we frequently en-
counter in this thesis i.e. of the Poincarè patch

ds2 = L2

u2 du
2 + u2

L2 (−dt2 + dx⃗2) ,

this chart only covers half of the AdSd+1. The transverse directions are noncompact thus, the
coordinates cover the full range (i.e. {t, xi} ∈ Rd), whereas, the radial coordinate ranges over
0 ≤ u ≤ ∞. The Rd−1,1 plane where the metric blows up as u → ∞, is referred to as the confor-
mal boundary of the Poincarè patch. On the other hand, the timelike Killing vector ∂t becomes
null at u = 0 hypersurface and thus acts as a Killing horizon. It will be useful to mention that
this Killing horizon is only an apparent horizon because the signals cannot propagate past it and
is thus not a singularity because in the global choice of coordinates the metric can be extended
beyond u = 0.
Another useful form of the parametrization of the Poincarè patch encountered regularly in the
literature is obtained by making transformation u → L/z, where 0 ≤ z ≤ ∞ while the ranges of
transverse directions remain the same

ds2 = L2

z2 (dz2 − dt2 + dx⃗2) .

The maximal compact subgroup SO(1, 1)×SO(d, 1) of SO(d, 2) is manifest in the Poincarè patch.
Where SO(d, 1) is the Poincarè transformation on (t, x⃗) and SO(1, 1) is realized as the symme-
try under dilatations (u, t, x⃗) → (λ−1u, λt, λx⃗). Geometrically in Poincarè patch, AdSd+1 can be

1this also happens to be the d-dimensional conformal group.
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u = 0

i-

i+

t

u = ∞

u = const.

Figure 1.2: Poincarè patch of AdSd+1

parametrized by the radial coordinate as a stack of copies of Minkowski spacetimes whose size
dilates as the radial coordinate varies from horizon to the boundary. Each foliation is related to
the Minkowski spacetime by a Weyl transformation this can be achieved by approaching different
points at different rates.
In order to facilitate the study of geodetic motion we use a global chart in static coordinates.
They can be obtained by the following parametrization

Xd+1 =
√
L2 + r2 cos t

L
,

X0 =
√
L2 + r2 sin t

L
,

Xi = rωi, (i = 1, ...., d) ,

where, ωi such that ∑d
i ω

2
i = 1 parametrizes Sd−1. The resulting pull-back metric on the AdS

hyperboloid followed by unwrapping the time direction turns out to be

ds2 = −
(

1 + r2

L2

)
dt2 + dr2(

1 + r2

L2

) + r2dΩd−1 , (1.2)

with the coordinate ranges r ∈ (0,∞) and t ∈ (−∞,∞). AdSd+1 is quite peculiar when one
studies geodesic motion - being a negatively curved spacetime, massive particles are pushed peri-
odically toward the origin and cannot reach the boundary. AdSd+1 thus acts as a harmonic trap
for massive particles.
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t

r = 0
r =∞

Figure 1.3: Geodesic motion in global AdS, red curves denotes the trajectory of the massive parti-
cle and the blue curve denotes that of the massless particle.

The trajectory for the massive particles is given by the following condition

−1 = gµν
dẋµ

dτ

dẋν

dτ
,

where affine parameter τ denotes the proper time. The above equation simplifies to the following
form

ṙ = ±

√√√√E2 −
(

1 + r2

L2

)
,

where E is given the interpretation of being energy per unit rest mass. Integration of the above
equation yields the trajectory for the massive particle. With the boundary condition of r(0) = 0
we have the trajectory of the massive particle to be given by

r(τ) = L
√
E2 − 1 sin τ

L
.

It can be easily inferred from the above equation or alternatively by using the turning point con-
dition ṙ = 0 that the particle does not go all the way up to the spatial boundary but instead
turns back at rmax = L

√
E2 − 1 towards the origin.

The null curves are obtained by integrating the following equation
∫ t̃

0
dt =

∫ ∞

0

dr(
1 + r2

L2

) ,
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where we chose the positive sign for the outgoing null curve in the null condition obtained from
the metric. This leaves us with the time taken to reach spatial infinity to be

t̃ = Lπ

2 .

Although being a hyperbolic spacetime, the boundary of AdSd+1 is an infinite proper distance
away from any point in the bulk, but null geodesics escape to its conformal boundary in a finite
amount of coordinate time t. This implies that in order to make particle dynamics well-defined,
we also have to specify appropriate boundary conditions. With reflective boundary conditions in
place, AdSd+1 effectively behaves like a box. This curious feature can be traced back to its spa-
tial boundary being a timelike surface. As a consequence, AdSd+1 does not admit a (spacelike)
Cauchy surface where one can specify initial data and hence make Cauchy problem well-posed.
This can be summarized by saying that AdSd+1 is a globally non-hyperbolic spacetime. The fact
that it takes the massless particles a finite time to reach spatial boundary is the artifact of the
coordinate system. It is because coordinate time has no physical meaning as it cannot be regis-
tered by any observer. It instead takes an infinite amount of proper time to reach spatial infinity
- the time which can be recorded by any physical clock in spacetime. To see this, note that

dt

dτ
= E

(1 + r2

L2 )
,

and plug this back into the equation for the null curve to obtain the result that it indeed takes an
infinite amount of proper time to reach the spatial boundary.
In asymptotic AdS spacetimes, the volume and area of the spatial sections scale in the same way.
From the global metric (1.2) and working with a boundary cutoff Λ, the boundary area of the
AdS is given by

AΛ = Λd−1
∫
dωd−1 ,

where
∫
dωd−1 is the volume of the spherical section of the AdS.

Similarly, the volume enclosed by the above boundary is

VΛ =
∫
dωd−1

∫ Λ

0
dr

rd−1√
1 + r2/L2

,

= L

d− 1Λd−1
∫
dωd−1 .

We can safely remove the cutoff and realize that

lim
r→∞

(
AΛ

VΛ

)
= d− 1

L
.

This makes holography easy to realize in asymptotic AdS spacetimes because there are enough
degrees of freedom living on the boundary to capture the bulk physics and thereby adding lever-
age to t’Hooft and Susskind’s anticipation of holography.

1.3.2 Conformal Field Theory
Conformal field theories (CFTs) occur as the fixed points of the Renormalization group (RG)
flow. However the introduction of the renormalization scale in QFT breaks conformal invariance
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- at the fixed points, the QFT description becomes scale invariant hence, the physical description
remains the same under arbitrary rescaling of length scales. This scale invariance actually implies
invariance under a larger group of symmetries called the conformal group [12, 13]. Conformal
transformations rescale lengths but preserve angles between vectors. The causal structure (null-
like, timelike and spacelike character) of the events in Minkowski spacetime is not altered under
conformal transformations therefore, they preserve causality.
Under conformal transformations x′µ = xµ + ϵµ(x), metric undergoes a position dependent overall
rescaling

gµν(x) −→ g′
µν(x′) = Ω2(x′)gµν(x′) .

Since our CFTd lives in the boundary, the metric obeys what is called the conformal Killing equa-
tion which for the Minkowskian case boils down to

∂µϵν + ∂νϵµ = 2
d
ηµν∂ · ϵ .

For 2-dimensional CFT, the conformal group is infinitely large and has an infinite set of genera-
tors with each executing the transformations in the coordinate plane by analytic functions. The
most general solution to the conformal killing equation for d ̸= 2 is at the most quadratic in x

ϵµ(x) = aµ + ωµνx
ν + λxµ + bµx

2 − 2(b · x)xµ .

With a finite number of parameters, the conformal group is finite dimensional. The significance of
the parameters as well as the associated generators are listed below

Parameters Generators Transformations
aµ Pµ Translations
ωµνx

ν Jµν Lorentz trans.
λxµ D Dilatations
bµx

2 − 2(b · x)xµ Kµ SCT

The first two entries are easily discernible as they belong to the familiar Poincarè group and cor-
respond to uniform translations and Lorentz transformations. The conformal group can be viewed
as the extension of the Poincarè group with additional transformations like dilatations and Spe-
cial Conformal Transformations (SCTs) respectively. The corresponding generators perform the
local scalings and the translations of the point at infinity.
Altogether, we have (d + 2)(d + 1)/2 number of generators and each of which annihilates the
vacuum of CFT. These generators obey the conformal commutation relations and their algebra
isomorphic to standard form2 of SO(d, 2) algebra (1.1) with generators of the following form

Jµν = Mµν , Jµd = Kµ − Pµ
2 , Jµ,d+1 = Kµ + Pµ

2 , Jd,d+1 = D .

The Lorentz generators Mµν forms SO(d, 2) subgroup and Dilatation operator D generates the
SO(1, 1) subgroup of SO(d, 2). The action of a maximal compact subgroup SO(d) × SO(2) and
its covering acts on Sd−1 × R after including the point at infinity. Since the conformal group is
larger than the Poincarè group, it strictly constrains the mathematical structure of the correla-
tion functions.

2with signature (-,+,....,+,-)
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Representations of the conformal group are built by looking at the operators which are eigenfunc-
tions of the dilatation operator. The eigenvalues of dilatation operator ∆, are called the scaling
dimensions such that a spinless field under scaling x −→ x′ = λx transforms as

ϕ(x) −→ ϕ′(x′) = λ∆ϕ(x) .

The operator Pµ acts as a raising operator and Kµ acts as a lowering operator on the scaling di-
mension of the field. The scaling dimensions of the fields in a unitary theory are bounded below
by the scaling dimension of the free scalar field. Hence, there exists primary operators in each
representation of the conformal group having the lowest dimensions which are annihilated by Kµ.
The representations of the conformal group are labeled by the scaling dimension together with
the set of lorentz representation indices.

1.3.3 Putting it all together - matching symmetries
The matching of the global symmetries on both sides of the correspondence lends support for
the holographic duality to be true. Conformal group SO(d, 2) acts on the boundary field theory
which as alluded to earlier, contains Poincarè group SO(d, 1) as a subgroup. Moreover, the con-
formal group is a larger group having additional symmetry under rescalings and inversions.
On the other hand, the diffeomorphism invariance of the gravitational theory is technically a
gauge invariance of the theory under the choice of coordinates however, the true symmetries of
the AdS are the invariance under the isometry group SO(d, 2). Isometries of AdS constitute the
subgroup of diffeomorphisms which corresponds to the large gauge transformations that leave
the asymptotic structure of the bulk invariant. The Poincarè subgroup of SO(d, 2) acts on the
constant z foliation of the AdS which is Minkowskian spacetime, and SO(1, 1) is realized as the
symmetry under dilatations. This matching of the symmetries of the bulk and boundary theories
points to the intricate equivalence between the two descriptions and is successfully realized as the
gauge-gravity duality.

1.4 Decoupling argument for AdS/CFT Duality
As stressed in the earlier sections, the holographic nature of the gravitational theory has been ele-
vated to the status of the fundamental principle for any theory of quantum gravity. On the other
hand, string theory already claims to be the leading candidate for the unified quantum theory of
all the fundamental interactions including gravity. So, it is plausible that it must adhere to the
holographic principle. Fortunately for the string theory, that turned out to be the case. String
theory gives the concrete realization of the holographic principle in the form of Juan Maldacena’s
discovery of AdS/CFT duality in 1997 [5]. It is the conjectured non-perturbative description of
the gravitational theory in asymptotically AdS spacetimes (also called the bulk) in terms of the
gauge theory residing at its asymptotic boundary.
Central to the discovery of the AdS/CFT duality was the realization by Polchinski in 1995 that
string theory is not only the theory of one-dimensional strings but also incorporates the higher-
dimensional extended objects called D-branes. He was able to identify D-branes with the solitonic
solutions found in supergravity known as extremal p-branes. D-branes naturally arise in string
theory upon providing the Dirichlet boundary conditions to the endpoints of the open strings.
Open string endpoints are constrained to not leave the D-branes and are free to move along the
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directions parallel to D-branes. Upon quantization, the open string spectrum describes the dy-
namical fluctuations of the D-branes. Since the string endpoints are charged, consequently, the
D-brane worldvolume carries a gauge field.
AdS/CFT duality can be arrived at by studying string theory from two different perspectives
and identifying the two decoupled systems in the end. The first perspective is called the open
string approach and it stems from studying the low energy excitations of the stack of D-branes
described by open strings. The D-branes of interest to us are the extended objects in three spa-
tial dimensions and are referred to as D3 branes. The world volume of D3 branes fills (3+1)-
dimensional volume of (9+1)-dimensional ambient spacetime. Consider the following setup where
we have a stack of N coincident D3-branes sitting in ten-dimensional Minkowski spacetime. In
the low energy limit, only massless excitations are accessible, therefore this stack of D3-branes
describes U(N) gauge field in its world volume together with the D-brane excitations given by
scalar modes. String theory in this kind of setup supports two kinds of perturbative excitations
- open strings and closed strings. Open strings are the excitations of the D-brane and the closed
strings are identified as empty spacetime excitations. In the low energy limit E < 1

ls
, we only

have massless string states excitations described by the effective action

S = Sbulk + Sbrane + Sint . (1.3)

Furthermore, in the low energy limit, α′ → 0, Sbulk reduces to 10-dimensional SUGRA action, also
brane action Sbrane just reduces to the action of N = 4 Super Yang-Mills theory living in (3+1)
dimensional D3-brane worldvolume along with some higher derivative corrections. The interaction
term in the action describes the coupling between the bulk and the brane modes of excitations.
In the low energy limit, gravity becomes free as the 10-dimensional Newton’s constant approaches
zero. As a result, we are left with two decoupled systems: Free gravity in the bulk described by
closed strings in 10-dimensional Minkowski spacetime and N = 4 SYM in the worldvolume of
D3-branes. To summarize, in the low energy limit α′ → 0

Sbulk + Sbrane + Sint
(α′ → 0)−−−−−→ SSUGRA + SSYM .

The second approach is called the closed string perspective and it stems from treating D-branes
as the low energy supergravity solution. The D3-branes being a finitely extended object carrying
finite tension gravitate and thus the stack of N coincident D-branes deforms the spacetime with
the metric given by the exact SUGRA solution

ds2 = 1√
H(r)

(
−dt2 +

3∑
i=1

dx⃗2
)

+
√
H(r)(dr2 + r2dΩ2

5) ,

where H(r) = 1 + R4

r4 and the second term of the metric is the flat metric in transverse coordi-
nates. The characteristic length is related to the parameters of string theory description through

R4 = 4πgsα′2N ,

and describes the range of the gravitational effects. For the validity of the SUGRA solution, we
require R ≫

√
α′, in other words, the description is valid if gs ≪ 1 ≪ Ngs. The gravitational

effects of the stack of D3-branes are weak for the length scales much larger than the characteristic
length scale R therefore, the geometry of the far away region is governed by an asymptotically
flat Minkowski background.
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This stack of branes appears as a massive point object from the transverse directions of the brane,
therefore the branes appear to be a point surrounded by five-sphere S5. The geometry has an in-
finite throat region and the radius of S5 approaches a constant value giving rise to the horizon.
This near horizon geometry (region r ≪ R) is described by the metric

ds2 = r2

R2

(
−dt2 +

3∑
i=1

dx⃗2
)

+ R2

r2 dr
2 +R2dΩ2

5 ,

which can be identified as the metric of AdS5 × S5. In this perspective, the observer at infinity
perceives two kinds of low energy physics: low energy excitations at a large distance from the
branes and arbitrary energy excitations redshifted to low energy emanating from the horizon.
The modes taking part in this low energy description decouple from each other in the asymptotic
region because gravity becomes free at large distances. Thus physics governing the two types of
excitations is again captured by the two decoupled systems- closed strings propagating in asymp-
totic flat region and Type-IIB string theory in the AdS5 × S5 background respectively.
To conclude, in both cases one of the decoupled systems is always the same as described by the
flat space supergravity which naturally leads us to identify the second system in both cases. There-
fore we have a conjectured duality between the two systems in the alternate descriptions called
the AdS/CFT correspondence. Which is stated in terms of the duality between Type II-B super-
string theory compactified on the 5-dimensional sphere, thereby, yielding (4+1) dimensional Anti-
de Sitter (AdS5 bulk) spacetime i.e. AdS5 × S5, and maximally supersymmetric N = 4 super-
conformal U(N) Yang-Mills theory living on (3+1) dimensional boundary of that bulk.
{Type II-B string theory in AdS5 × S5} = {N = 4, SU(N) gauge theory} .
For this isomorphism between the two theories to work, it is necessary for the dimensionless free
parameters on both sides to match. For the Type II-B string theory, the dimensionless parame-
ters are the AdS radius in units of string length R

ls
and the string coupling constant. On the other

hand for SU(N) SYM theory, the free parameters are coupling constant gYM and the rank of the
gauge group, N . They are related by

4πgs = gYM ,(
R

ls

)4
= g2

YMN .

With string coupling gs remaining fixed, string theory description dramatically simplifies to clas-
sical SUGRA approximation when the curvature scale is large in the units of string length

R

ls
≫ 1 .

This consequently implies that the rank of the gauge group is very large. The effective coupling
in the large N limit is determined by the planar diagram theory to be the t’Hooft coupling

λ = g2
YMN .

We, therefore see that the perturbative weak coupling regime of gauge theory requires that one
is dealing with the theory of quantum gravity. On the other hand, in the regime when classical
gravity description is valid, one is essentially dealing with the strongly coupled gauge theory in
the dual description.
Although in its original form, Maldacena arrived at it from a string theoretic setup using a top-
down approach as discussed above, the later work by Gubser, Klebanov, and Polyakov[6] and
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Witten[7] showed that AdS/CFT correspondence can be more conveniently engineered on cer-
tain holographic backgrounds using so-called bottom up construction without appealing to the full
machinery of the superstring theory. We can also state the correspondence more generally in the
following way: to SUGRA living in AdSd+1 ×M we can find an isomorphism between a conformal
field theory supported on the asymptotic conformal boundary of AdS spacetime.
In order to formulate the mathematical statement of the equivalence between the two sides of the
duality more concretely, we need to recall some valuable lessons drawn by the study of the scalar
field dynamics in the AdS spacetime. For a scalar field ϕ(z, x) of mass m propagating in the bulk,
there exists a dual primary operator labeled by its scaling dimension, O∆(x) such that the mass
of the scalar field and the scaling of the dual operator are related by

∆ = d

2 +
√
d2

4 +m2L2 .

With the appropriate choice of boundary conditions, the scalar field of mass m has the boundary
asymptotic behavior

ϕ(z, x) = z∆−ϕ0(x) + z∆+ϕ1(x) .

The solution with exponential behavior governed by ∆+ is a normalizable solution and pertains
to the quantum excitation in the bulk which decays at the boundary. This particular mode can
be identified with the vacuum expectation value of the dual operator O∆. While the leading be-
havior with exponent ∆− is a non-normalizable solution that does not decay at the boundary and
defines a classical background field at the boundary with boundary value

lim
z→ϵ

ϕ(z, x) = ϕ0(ϵ, x) = ϵ∆−ϕ0(x) ,

where ϕ0(x) acts as a renormalized source of the dual operator O∆. The scalar fields with neg-
ative mass squared are dual to relevant operators in the boundary. Quite interestingly, Breiten-
lohner and Freedman found a window that allows for the m2 < 0 tachyonic solutions to propagate
in AdS and decay near the boundary without causing instabilities. The stability is relevant for
the masses bounded from below[14] by

m2L2 ≥ −d
2

2 .

The mathematical statement of the equivalence of both descriptions is captured by the equality of
the generating functionals of the two theories constituting the two sides of the duality

ZSUGRA[Φi] = ⟨T ei
∫

∂M Φ0iO∆i ⟩CFT ,

with the Dirichlet boundary condition that the bulk SUGRA field configurations Φi asymptotes
to the boundary values Φ0i each of which acts as the sources in the field theory for local CFT
operators Oi dual to the bulk field. Also, T is the time ordering symbol for the boundary field
theory. The correlation functions can be computed as

⟨O∆1(x1)....O∆n(xn)⟩ = δ

δΦ0(x1)
....

δ

δΦ0(xn) logZSUGRA[{Φ(xi)}]
∣∣∣∣∣
{Φ0(xi)}=0

,

where xi’s are also used to label the indices on the scalar fields.
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For completeness sake, we must also mention other formulation due to Banks et al. of the dictio-
nary [15] distinct from the above mentioned GPKW dictionary. In this version, the correlation
functions of the appropriately weighted bulk fields are computed, and subsequently, their bound-
ary limit is taken. The procedure comprises of extrapolating the bulk fields to the boundary in
the following manner

lim
z→0

z−∆ = O(x) ,

and treating them as boundary operators. The leading behavior of the bulk correlators gives the
field theory correlation functions of the boundary operators dual to the bulk fields in the follow-
ing way

⟨O(x1)....O(xn)⟩CFT = lim
z→0

z−n∆⟨ϕ(x1, z)....ϕ(xn, z)⟩bulk .

This version is often mentioned as BDHM dictionary in the literature [16]. It can be shown that
both versions of the dictionaries essentially compute the same correlators up to a numerical con-
stant

δ

β(x1)
....

δ

β(xn)Zbulk[β]
∣∣∣∣
β=0
∼ lim

z→0
⟨ϕ(x1, z)....ϕ(xn, z)⟩bulk ,

where β is the coefficient of the non-normalizable mode.
As of yet, this correspondence still has the status of the conjecture, but it has passed multiple
robust tests making our belief in its consistency even stronger.
The duality between the quantities in the bulk and the boundary description is summarized in
terms of the dictionary, which enables one to translate the quantities between the two duals. The
basic entries in the dictionary are presented in the following table.

Basic entries in AdS/CFT duality dictionary
Bulk quantities Boundary quantities
Generating functional Generating functional
Curvature radius in Planck units,

(
R
lp

)D−2
dof per spacetime point, N2

Curvature radius per unit string length,(
R
ls

)D−1
t’Hooft coupling λ

Scalar field, ϕ Scalar primary operator, O
Spin of field Spin of operator
Charge of field Charge of operator
Gauge field Aµ Global conserved current, Jµ
Fierz-Pauli field, hµν Energy Momentum tensor, Tµν
Dirac spinor, ψ Fermionic operator, Oψ
Evolution along bulk radial dimension RG flow
Local isometries Global spacetime symmetry
Blackhole temperature Temperature of thermal state
Black hole charge Chemical potential
On shell bulk action Free energy
Area of horizon Entropy
Instability of blackholes Phase transitions
... ...
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To summarize, the content of the AdS/CFT duality is that the quantum gravity state of the bulk
is dual to the quantum state of the boundary CFT. The set of classical bulk geometries is dual
to certain CFT states and the tools of quantum information theory enable us to recognize those
states. We are typically interested in knowing which geometric regions of the bulk completely de-
scribe the given boundary regions and vice-versa, exploiting the information content enables us
to gain mileage to map the corresponding regions under the duality. In the following chapters,
we will summarize the achievements of this successful venture and will specifically focus on the
utility of one very useful quantum information tool namely the complexity of the quantum state.
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Chapter 2

Holographic Quantum Complexity

2.1 Quantum information tools are “not enough”
Our current understanding of holography is that the bulk spacetime represents an encoding of
entanglement structure i.e. EPR type quantum mechanical correlations of the dual field theory
degrees of freedom [17]. In order to exploit this relationship fully, recent years have seen an over-
lap between the quantum gravity and quantum information theory that goes under the banner
name it from qubit program. This venture aims at unveiling the correct relationship between the
bulk and the boundary degrees of freedom by leveraging quantum information theoretic tools.
Entanglement entropy turned out to be an efficient tool enabling us to form such deep connec-
tions between both sides of the holographic duality. Entanglement entropy quantifies how the
quantum information is encoded in a quantum state. If we have a subsystem of the quantum sys-
tem described by a subregion A of the CFT and its complement is Ā, then for this two-partite
system the full Hilbert space factorizes as

H = HA ⊗HĀ .

If the reduced state describing the subsystem A is a mixed state, then the pure state |Ψ⟩ ∈ H is
said to be entangled. The reduced state of A is defined by

ρA = TrĀ(|Ψ⟩ ⟨Ψ|) ,

and is obtained after tracing over the complement of the subregion and generally describes a
mixed state. Entanglement entropy is a measure of the departure of the quantum state of the
system from the pure state, and for a subregion A it is defined to be the von Neumann entropy of
the reduced density matrix

SA = −TrA(ρA log ρA) .

This formula simply quantifies the number of Bell pairs that are shared between A and the rest
of the system, in other words, it measures the degree of entanglement between the subsystem and
its complement.
In light of the striking connections uncovered between thermodynamics and the simplest of the
gravitational systems like black holes in the 1970s, the question naturally arises whether the un-
derlying boundary degrees of freedom contains sufficient information to exactly determine the
bulk geometry, alternatively to the Einstein’s field equations. The advent of AdS/CFT correspon-
dence presents us with the right tools with which to directly tackle this question as was done sub-
sequently in [18]. In this work, it has been shown that Einstein’s equations satisfy what is called
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the first law of thermodynamics

δSA = δEhyp
A ,

where the change in the entanglement entropy of the spherical region A of the CFT is δSA and
δEhyp

A is the corresponding hyperbolic energy of the perturbed state about the vacuum state.
The authors of [19] were precisely able to demonstrate that the holographic version of the rela-
tion analogous to the first law of thermodynamics applied to the boundary theory as expounded
in [18] translates directly to Einstein’s equation at least to linear order in perturbation about the
pure AdS geometry. The “first law of thermodynamics” referred to above is universal as it ap-
plies to arbitrary perturbations around the vacuum state of the CFT and is true for an arbitrary
number of dimensions. This significant development provides enough impetus for the anticipation
that the thermodynamics of the boundary degrees of freedom encodes the knowledge about bulk
geometry.
Generalizing the notion of Bekenstein-Hawking entropy in the light of the holographic principle,
Ryu and Takayanagi [20, 21] discovered a holographic formula giving the geometrical dual of the
entanglement entropy of a subregion of the boundary field theory. This Ryu-Takayanagi formula
(RT-formula) as it came to be known, computes the field theory quantity called the holographic
entanglement entropy which is von Neumann entropy by equating it to a geometrical quantity
in the bulk. RT-formula equates the entanglement entropy of the boundary CFT states lying in
some spatial sub-region A, to the codimension-2 minimal area surface (γ(A)) in the bulk homolo-
gous to A up to a universal constant factor

SA =Min.

(
Area(γ(A))

4GN

)
.

The covariant generalization to the RT formula valid for the nonstatic spacetimes was soon pro-
posed in [21] and the general features like sub-additivity, positivity, etc. have been proven sub-
sequently. The RT formula posits that spacetime emerges from the more fundamental degrees of
freedom in such a manner that the bulk geometry is charted out by the EPR-like correlations of
the CFT states. The entanglement entropy of the vacuum state of QFT is generally a UV diver-
gent quantity because of the infinite number of dof contributing towards entanglement on either
side of the entangling surface. One is therefore required to work with a UV cutoff together with
the choice of the regularization scheme. The RT formula given above is the leading order result in
the GN expansion in the bulk (corresponding to the order N2 in large- N gauge theory) had been
verified by application of the replica trick in [22, 23, 24]. And more generally, the quantum cor-
rections to it had been computed in [25, 24] the whole upshot of including the quantum correc-
tions is to account for the von Newmann entropy of the bulk fields in the region called the entan-
glement wedge of A where entanglement wedge is simply the bulk domain of dependence of the
partial Cauchy slice whose boundary is γ(A)∪A. The corrected formula is able to account for the
fine-grained entropy of the QFT coupled to gravity as is evident from the successful derivation of
the Page curve from the gravitational path integral in the recent work [26, 27].
This program is very much in the spirit of Wheeler’s plan of describing the fundamental physics
in terms of the information-theoretic quantities but in the modern quantum mechanical sense
christened as It from Qubit. The aim of the it from qubit program is to describe the emergence
of the gravitation by analyzing the quantum information theoretic aspects of the dual QFT pic-
ture. The geometrization of the entanglement in the RT prescription has brought the signifi-
cance of the entanglement to the forefront which is soon followed up by the very insightful work
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of Mark Raamsdonk positing that entanglement acts as a glue responsible to stitch two discon-
nected spacetimes together.
Maldacena’s identification of the thermofield double state with the dual description of the eter-
nal black hole in AdS is the linchpin to this very insightful deduction. Maldacena in 2001 pro-
fessed that the pure state prepared between two disjoint copies of CFTs residing on the left and
the right asymptotic boundaries of the spacetime in the following way

|TFD⟩ = 1√
Z(β)

∑
n

e
−βEn

2 |En⟩L ⊗ |En⟩R , (2.1)

is dual to eternal AdS black hole in the bulk [28], whose two sides join the left and right exte-
rior regions through a wormhole. The two copies which reside on the two boundaries are in the
entangled state specified by |TFD⟩. Here, β is the inverse temperature, Ei are the energy eigen-
values corresponding to the eigenkets |Ei⟩ further labeled by the CFT to which they belong, and
Z(β) is the normalization constant which also happens to be the partition function i.e. Z(β) =
Tr
(
e−βH

)
. Notice that tracing out either of the Hilbert spaces produces a thermal state, there-

fore, this state can also be regarded as the purification of the thermal density matrix. The inter-
pretation that one can ascribe to this state on the gravity side is that the quantum superposi-
tion of the disconnected asymptotically AdS geometries is dual to eternal AdS black hole with an
Einstein-Rosen bridge connecting the two sides.
Drawing the lessons from Maldacena’s work and the RT proposal, Raamsdonk has argued that
for a non-entangled state corresponding to two non-interacting systems described by two disjoint
CFTs, the product state is dual to the disconnected pair of spacetimes. He has further shown
that the effect of gradually building up the entanglement between the two is just synonymous
with the process of forming the quantum superposition of the disconnected spacetimes [29, 17].
The resulting state has features consistent with Maldacena’s identification of the TFD state being
dual to the eternal black hole in AdS. Hence, the entanglement between the dof in the two com-
ponents is responsible for building up the classical connectivity between the initially disconnected
spacetimes. Further down the line on the other hand, as per the RT argument, the effect of de-
creasing the entanglement between the quantum states is just the pinching off of the area of the
RT surface consequently, bulk spacetime falls apart. Not only that, but increasing the entangle-
ment also brings two distant regions closer and vice-versa.
Following this lead, Maldacena and Susskind have concluded that quantum entanglement between
the microstates of two black holes is responsible to connect their interiors by ER bridges which
they paraphrased by the slogan ER=EPR [30]. ER=EPR scenario leverages the fact that the
length of the ER bridge grows extremely fast and also its throat pinches off with time in a man-
ner as to not allow any signal propagation through itself is consistent with the knowledge that
entanglement does not imply non-local signal propagation. They have used Raamsdonk’s argu-
ment to ascribe the growing distance between the left and right portion of the ERB being the ef-
fect of the reduction of the entanglement. Putting these observations together, they have reached
a conclusion that when EPR correlated quantum mechanical degrees of freedom collapse to form
black holes, they are necessarily connected by the ER bridge. Quite interestingly this all leads to
a speculative proposal that if two arbitrarily distant observers jump inside their neighboring black
holes that happen to be maximally entangled with each other, the observers are bound to meet
inside the horizon.
Another noteworthy offspring of the study of the RT proposal is the work of Brian Swingle who
recognized the discrete representation of the time slice of AdS2+1 in terms of the hierarchical
structure of tensor network called the MERA [31, 32]. Generally, a tensor network is an ansatz
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for groundstate wavefunction of the discrete quantum system that also parametrizes the relevant
subspace of the Hilbert space containing that wavefunction [33, 34]. The hierarchical structure
emerges as the outcome of progressively removing local entanglement between the degrees of free-
dom at the short range followed by the coarse-graining procedure carried out iteratively in a man-
ner that preserves long range entanglement. In the case of the critical gapless quantum systems,
the same amount of entanglement is removed at every step followed by the coarse-graining pro-
cedure and the corresponding tensor network is called MERA. MERA can be manifested as a
quantum circuit entangled at every scale that also includes information about the renormalization
group. The coarse-graining or the renormalization direction in the MERA serves as the emergent
radial direction of the holographic bulk with the circuit depth increasing logarithmically with the
system size. More concretely, if the number of coarse-graining operations is given by w, then w
also measures the layer depth of the MERA and for 1-dimensional critical quantum system, the
metric of the entanglement geometry is given by

ds2 = L2
AdS(dw2 + e−2wdx2) ,

where x is the horizontal distance in the MERA lattice. The logarithmic dependence upon the
renormalization scale is given by w = log z, then it is easy to see that this is simply the met-
ric of the Poincarè chart of the AdS in disguise. Thus the discrete sites of the MERA where the
quantum mechanical degrees of freedom lives forms the bulk AdS spacetime. After all the entan-
glement between the sites has been removed, the entanglement geometry terminates when the
quantum state gets factorized into the product state. This analogy is pushed further when entan-
glement entropy is successfully reproduced by tracing over the bonds of the extremal surface of
the MERA which is reminiscent of the RT surface in the discrete space and is called the causal
cone. What has been said in the above paragraph applies to the discrete systems, but the ex-
tension to the continuum quantum mechanical systems has also been proposed. The analogy is
strengthened further when including the finite temperature states in the MERA representation.
In that case, thermal effects dominate the coarse-grained states as the energy scale of the lattice
approaches the thermal energy and the state soon factorizes to a maximally mixed state. This be-
havior is given the interpretation of approaching the event horizon of the black hole because the
local observer grazing close to the event horizon would observe the infinite blue shift in the black-
hole temperature and the spacetime abruptly ends.
As alluded to in the last chapter one of the major aims of the AdS/CFT duality has been the
question of bulk reconstruction wherein we are interested in knowing which bulk subregions could
be described or reconstructed using the given boundary subregion or vice-versa, this modus operandi
has been termed as subregion duality or entanglement wedge reconstruction in the literature. The
primary geometrical construct in this paradigm is known as the entanglement wedge which is a
subregion of the bulk encoding the same information about the CFT state as the subregion of
the boundary over which that quantum state is defined. There have been several interesting de-
velopments on this front and we will give a brief summary of the current line of research. The
first important development towards realizing this was the first order computation of quantum
corrections to RT formula [25, ?]. The authors (hereafter dubbed JLM) updated the notion of
holographic entanglement entropy by defining the generalized entropy to be

Sgen = A
4GN

+ Sbulk +O(GN) ,

by taking into account the von Neumann entropy computed over the reduced density matrix of
the other matter fields present in the region of the bulk contained within the RT curve and the

34



boundary subregion of interest. It has been noted that the bulk entanglement entropy accounts
for the first loop quantum corrections to the RT formula at order G0

N where the RT formula is al-
ready the leading order classical result at order G0

N
−1 (or O(1/N−2) in CFT). The omitted terms

at order GN constitute the various counterterms that cancel the UV divergences in order to ren-
der an overall finite quantity. Subsequently, it has been proved that generalized entropy obeys
the generalized second law i.e. Sgen like the conventional notion of entropy, is a non-decreasing
function of time. It is to be noted that JLM proved the result for the static spacetimes which was
extended to include dynamic spacetimes in [35, 36]. These later developments maintain that the
above result for the generalized entropy holds true for a broad class of surfaces homologous to
the subregion of interest in the CFT. And thus pointed out the relevance of what is called the
Quantum Extremal Surface (QES) that extremizes the generalized entropy i.e. the classical en-
tropy including all its quantum corrections are exteremized. The FLM prescription extended the
generalization by only including the first order corrections at the tree level result of entanglement
entropy. Whereas, the QES proposal posits it to be true to all orders in the quantum corrections
by deforming the FLM extremal surface to QES. In other words, the deformation of the extremal
surface to QES is the nonperturbative result of including all the quantum corrections to the en-
tanglement entropy

Sgen =Min

[
A(γ)
4GN

+ Sbulk(γ)
]
.

The region over which the bulk entanglement entropy Sbulk is evaluated is the region of the bulk
bounded by the minimal surface γ (homologous to the boundary interval) and the CFT interval
and is called the entanglement wedge [37]. Thus the FLM and QES prescriptions only agree up
to the first order i.e. O(G0

N) but at O(GN) and higher, the QES result departs from the extremal
surface result and correctly accounts for the entanglement entropy. It has been shown in [38, 39]
that the notion of QES correctly reproduces the information preserving unitary features of the
Page curve for black hole evaporation. More precisely, it is shown that the information only es-
capes the blackhole after Page time when the bulk entanglement entropy of the escaping Hawking
radiation equals the BH entropy and the early Hawking radiation carries the information about
the black hole interior. Apart from accounting for the encoding of the blackhole information, the
QES proposal has deep implications in general for the subject of the entanglement wedge recon-
struction.
The program of entanglement wedge reconstruction has its roots in the works [40, 41, 42, 37, 43,
36]. The question of primary interest in this scheme is to fully understand the duality between
the entanglement wedge and the subregions of the boundary where all the relevant degrees of
freedom reside. The precursor to the entanglement reconstruction program was the HKLL pre-
scription which is based upon extrapolate dictionary and tries to express local bulk operators in
terms of boundary operators by using a construct called the smearing function having support
on spacelike separated boundary subregion. But a perplexing feature of the procedure is that
the choice of the smearing function is not unique and different choices of smearing functions re-
producing the same bulk field may have support on the different boundary regions. The authors
of [44] address this redundancy by proposing that the states of the bulk field are encoded in the
boundary theory via the mechanism of quantum error correction. In this picture, the different
boundary operators to which a given bulk operator is mapped are interpreted as the redundant
encoding of the same bulk operator, which protects the bulk operator against the accidental era-
sure of certain boundary subregions. For the sake of completeness, we would like to mention the
proposal by [?] of interpreting the redundancy of the reconstruction as the result of gauge free-
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dom associated with the gauge symmetries of the boundary theory that changes the support
without changing the action on the physical states.
In the previous paragraphs, we have seen that the requirement of having a geometrical dual heav-
ily constrains the entanglement structure for the CFT state. Indeed, it supports the viewpoint
that entanglement between various CFT degrees of freedom are crucial for the existence of the
bulk spacetime geometry [17]. In other words, information theoretic properties of dual field the-
ory are encoded in classical spacetime. There is an impressive list of quantum entanglement re-
lated CFT observables that have been related to classical geometric features of the bulk (see [45]
for a review). Despite this, entanglement entropy or its close cousins like error correcting codes
and tensor networks are not enough [46] in capturing the essential features of bulk geometry
masked behind the black hole horizons. Take for example the growth of the Einstein-Rosen Bridge
(ERB) behind the horizon. Entanglement entropy saturates in a short time upon reaching ther-
malization whereas, ER bridge continues to grow linearly with time long after the system hits
thermalization [46]. This is also evident from the dual bulk description where the horizon totally
obscures the region of spacetime from being explored by minimal surface. To explain the ERB
growth, Susskind [47, 48, 49, 50] has recently borrowed another tool from quantum information
theory and added to the holographic dictionary, namely the computational complexity as we will
see in the following sections.

2.2 Role of Computational Complexity
In an attempt to understand the interplay between physics and quantum information, recently
there has been quite an overlap between the physics literature and the literature on quantum in-
formation theory. All such attempts had been unanimously aimed at quantifying the information
in a better way and in the process of doing that, physicists have borrowed quantities pertinent to
the study of quantum information (QI) theory from the quantum information literature. Compu-
tational complexity being one such quantity of common interest to the members of both commu-
nities.
As expounded in the previous chapter, the need to adopt complexity as the quantity of interest
in physics arose from trying to explain the curious feature of the growing interiors of black holes.
Classically, black hole interiors seem to grow forever long after the scrambling time and quan-
tum mechanically the growth is limited by Poincarè time. It is to be noted that the thermal en-
tropy saturates after the thermalization time, therefore, it cannot be able to account for this late
time growth. In the spirit of the holographic principle, specifically its realization in the form of
AdS/CFT correspondence, where one seeks to find the dual description of the bulk phenomena in
terms of the boundary gauge theory and vice-versa, Susskind was led to conjecture the associa-
tion between the black hole interiors (Einstein Rosen bridges) with the computational complexity
of the boundary state [47, 48]. The conjecture does not come as a surprise if one compares the
late time evolution profile of the computational complexity of the quantum mechanical state with
the ERB growth. However, we are still very far from formulating the precise workable micro-
scopic characterization of quantum complexity in the context of Quantum Field Theory (QFT).
Understanding complexity fully in the context of field theory to the present date remains a chal-
lenging problem, and its resolution is guaranteed to reward us with deep implications toward a
more thorough understanding of holography. Several attempts have been made to define complex-
ity in the continuum limit (see [51, 52, 53, 54, 55, 56, 57, 58, 59, 60, 61, 62, 63, 64, 65, 66, 67, 68]
for an incomplete but representative list). However, it is fair to say that up to now there exists
neither any universal and unanimous definition of complexity in the continuum limit nor an ex-
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haustive study of its possible universality classes. In particular, in the continuum, complexity
even in principle is a UV divergent quantity because it is defined to be within a tolerance (ϵ) with
respect to the target state. Demanding more precision in replicating the target state requires the
insertion of more number of gates which leads to a dependence on the inverse tolerance which is a
divergent term. A similar trend emerges from the bulk perspective as we will see that both of the
definitions involve the integrations over infinite regions of spacetime (bulk IR divergence). Usu-
ally, the divergent or explicitly cutoff dependent quantities in QFT are not considered physical as
their value can be changed by changing the UV cutoff. But this characteristic UV dependence of
complexity is a feature that seems to be relaxed while defining complexity in QFT.
Complexity and entropy for the classical systems although not the same but are very much sim-
ilar - both scale classically linearly with the number of degrees of freedom. But in the quantum
regime, since the states can be realized as lying in the Hilbert space, there is an exponential num-
ber of parameters and thus a huge difference emerges between the maxima of the entropy and
that of maximum complexity. Complexity is the quantity associated with the states in the Hilbert
space of the field theory living on the boundary which quantifies the difficulty of preparing a state
(called the target state), starting from the given reference state. This is a well-defined quantity
for discrete systems, like quantum circuits in information theory. Therefore we will first start by
giving an exposition of the complexity of classical and quantum discrete systems and will subse-
quently bridge the gap leading us to the notion of holographic quantum complexity.

2.3 Computational Complexity in Classical Setting
Computational complexity is a quantity that quantifies the degree of difficulty in performing a
computational task. In order to gain intuition, we first set out to discuss the simpler case of a
classical system. A typical classical system well suited for our purpose consists of the chain of
N classical spins, or it can equally well be the sequence of N coins as the degrees of freedom.
The typical state of the system can be designated by the spin (coin) configuration and can be
specified in bits, e.g. (10010111010001...), with 0 to denote spin down (tails) state and 1 to de-
note spin up (heads) state. First of all, we notice the inbuilt Z2 duality transformation that just
amounts to saying that we could as well have started from the flipped configuration or by calling
0 the spin-up state and vice-versa. It is evident from the setup that the total number of spin con-
figurations is 2N . And maximal entropy attained after thermalization time is just the logarithm
of the number of those configuration states i.e. Smax = N log 2. Typically thermalization time
for the classical systems is of the order of polynomial exponent in the number of bits. By the def-
inition of complexity as the minimum number of simple spin flip operations and in the light of
Z2 symmetry, it is easy to see that complexity of the classical spin system cannot exceed N/2.
Moreover, the typical time scales to attain maximum complex configurations are also of the same
order as the thermalization time. Elementary considerations of this sort demonstrate the indistin-
guishability of entropy and complexity for the classical systems. Even after the system thermal-
izes, subtle changes drive the complex states back to the simplest state all over again after what
is called the Poincarè recurrence time which is typically of the order of the number of states i.e.
2N .
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2.4 Quantum Computational Complexity
However, for the quantum mechanical systems, we will argue that the situation will change dras-
tically. Instead of the classical bits, we now have their quantum mechanical analogs called the
qubits at our disposal as the degrees of freedom. For modeling a chain of N qubits, we now have
to specify the quantum mechanical state of the system by expanding in terms of 2N eigenstates[69]

|ψ⟩ =
2N∑
i=1

ai |i⟩ .

The availability of an exponential number of complex coefficients ai’s for tuning allows for quan-
tum complexity to depart hugely from its classical counterpart. While maximum entropy and the
thermalization times for the quantum mechanical systems remain the same, the quantum com-
plexity is now exponential in the number of degrees of freedom. Also, the time to attain maximal
complexity remains the same order as the maximal complexity, i.e. tcomp ≃ eN . This implies that
the late-time evolution of quantum complexity is able to account for the certain subtle changes
that keep occurring in the quantum mechanical system long after it has thermalized. Any generic
state of the quantum system is exponentially complex and it takes them an exponential amount
of time in order to acquire exponential complexity as depicted in the figure

C
→

t ∼ eN t ∼ eeN

t →Np

Figure 2.1: Time evolution of the complexity of a quantum state.

Initially, the complexity exhibits a linear growth in time after which the growth saturates to a
mean equilibrium value exponential in N and fluctuates around it for a long time before a very
rare large fluctuation kicks its back to the state of least complexity [70]. This happens once the
whole unitary group has been explored after doubly exponential Poincarè recurrence time, trecur ≃
ee

N .
After the qualitative exposition of the nature of complexity, it is time to develop a quantitative
framework. In order to be able to do that we need a set of ingredients that goes into defining the
computational complexity as it arises in quantum mechanics. These ingredients are a quantum
mechanical system, a space of states labeled the initial reference state |R⟩, final target state |T ⟩
together with the set of gates {gi} to perform a task. Here, for example, the task constitutes of
preparing the state |T ⟩ by the action of simple operations (packaged in as U) on |R⟩ up to a tol-
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erance of ϵ, such that according to some distance measure1,

|| |T ⟩ − U |R⟩ || ≤ ϵ .

It is obvious that there are many different possible choices of U that one can make. But compu-
tational complexity tries to quantify the minimum number of simple operations one is required
to do in order to execute a task. Now, the simple gates act upon the states lying in the Hilbert
space, therefore they are represented as the unitary operators. Moreover, we cannot have one-
qubit operators because we also want to allow for the entanglement between the states. It turns
out for our purpose, that the two-qubit gates suffice, and this is the property we signify as being
a simple operator.
Mathematically, the problem can be modeled in the following way. Starting from the reference
state, we form what is called a quantum circuit by applying a unitary operator U

|T ⟩ = U |R⟩ ,

which has the following decomposition in terms of the simple gates

U = gngn−1....g1 .

The circuit complexity of U is then the minimum number of allowable gates it takes to constitute
U in the above manner. We have also assumed that the allowable gates are k-local gates2, but the
dependence upon k is rather weak [70].

2.5 Nielsen’s Geometrization of Circuit Complexity
This section is an exposition of Nielsen’s geometrical approach to circuit complexity as the Hamil-
tonian control problem of finding the optimal circuit. To cope with the problem of giving a pre-
cise definition to complexity for continuous systems, Nielsen et. al. [71, 72] provide a definition of
circuit complexity in field theory as the minimum number of unitary gates in the space of unitary
operators which has a Finsler geometry. The complexity of a target state, given a reference state,
is defined as the geodesic length in the Finsler manifold with suitable cost functions which acts
like a Lagrangian in a typical variational problem.
We begin by synthesizing the n-qubit unitary operation U as

U =←−P exp
[∫ 1

0
dτ H(τ)

]
,

in terms of time dependent control hamiltonian H(t) expanded in a basis of generalized Pauli ma-
trices MI

H(τ) =
∑
I

Y I(τ)MI ,

and the expansion coefficients Y I are termed control functions. Path ordering operator ←−P , indi-
cates that the circuit is built starting from right to left. The operators MI form the basis of the

1According to some appropriate operator norm.
2k-local gates constitutes the hamiltonian that is expressible as the sum of terms, each of which acts on the

system of k-qubits.
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tangent vector space in the group manifold and H(τ) is the velocity vector to the trajectory in
the same space of unitaries. The optimal path in the space of unitaries obeys the boundary con-
ditions U(τ = 0) = 1 and U(1) = U . The complexity of this path is defined as the minimal value
of the cost functional

C[U ] ≡Min.
∫ 1

0
dτ F (U(τ), U̇(τ)) .

Extremized cost functional acts as a geodesic length in the Finsler manifold with cost functions F
acting as lagrangian in a typical variational problem. The cost functions are postulated to fulfill
the following restrictions of

• Smoothness: F (U, v) ∈ C∞, in other words, F is a smooth function.

• Positivity: F (U, v) ≥ 0, and F = 0 for all v = 0.

• Positive homogeneity: F (U, λ) = λF (U, v) for λ ∈ R, the field of Reals.

• Triangle inequality: F (U, v + v′) ≤ F (U, v) + F (U, v′) for all tangent vectors v and v′.

Despite this attempt at achieving precision, there is still arbitrariness in the choice of cost func-
tions that fixes the Finsler metric and complexity depends upon the choice of the metric. Nielsen
was able to identify a multitude of choices for cost functions as

F1(U, U̇) =
∑
I

|Y I | , F2(U, U̇) =
√∑

I

(Y I)2 ,

Fp(U, U̇) =
∑
I

pI |Y I | , Fq(U, U̇) =
√∑

I

qI(Y I)2 ,

the role of penalty factors pI and qI is to penalize relatively difficult gates or directions on the rel-
evant group manifold.
The beauty of this approach is to be able to translate the computational problem into the prob-
lem of minimizing the path length in differential geometry. As a consequence, the tools of geodesic
analysis can be potentially applied to the problem of quantum circuit lower bounds. In this way
of formulating things, the complexity of a target state, given a reference state, is modeled as the
geodesic length in the Finsler manifold with suitable cost functions.

2.6 Quantum Field Theoretic Formulations
As we have mentioned in several places earlier, the quantum field theoretic formulation of circuit
complexity is still lacking. An interesting stab at achieving this is the work of Jefferson and Mey-
ers [51] who applied Nielsen’s approach to the Gaussian states of free scalar field theory. They
started off by placing the field theory on the discrete lattice thus achieving the family of N cou-
pled harmonic oscillators. The reference state is chosen so that it has vanishing entanglement
which is appropriately modeled by the Gaussian state of the following form

ψR(x) =
(
ω0

π

)N/4
e− 1

2x
TARx ,
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with AR = ω01. The target state is chosen to be the ground state of the system of coupled har-
monic oscillators

ψT =
N−1∏
i=0

(
ωi
π

)1/4
e− 1

2x
TAT x ,

where, AT is a matrix similar to the diagonal matrix with N distinct eigenvalues. The authors
showed that the straight line geodesic in the normal mode subspace constitutes the optimal cir-
cuit.
After identifying the set of simple unitary gates that perform infinitesimal transformations on the
states and appropriate cost functionals, the complexity is readily found to be given in terms of
the normal mode frequency by

C = 1
2

√√√√N−1∑
k=0

(
log ωk

ω0

)2
,

where, ωk is is the normal mode frequency

ω2
k +m2 + 4

δ2 sin2
(
πk

N

)
,

and δ is the lattice spacing. The agreement with the holographic CA answer is achieved when the
cost functional F1 is chosen. The authors are aware of the fact that the holographic setup applies
to the strongly coupled field theory, whereas the system under scrutiny is free field theory. But
the aim is to draw insights into the nature of appropriate cost functionals and study the similar-
ities with the holographic results. The universal features like the appearance of the logarithmic
terms are emulated in the CA prescription where logarithmic divergences come from the joint
terms, hence the free scalar field complexity reproduces CA complexity rather the CV complex-
ity.
This setup has further been extended to study the complexity of the free fermionic system in
[53, 56]. Furthermore, the authors of [59] studied the perturbative effect of turning on the ϕ4 in
the complexity functional with the conclusion that the effect of including interaction is to make
the circuit depth the monotonic increasing function of the dimensionality of the space in which
field theory is formulated. The states of interest are nearly Gaussian states and as a result, the
gate set is also enlarged. Consequently, it is inferred that the complexity of the interacting field
theoretic system has a slightly raised value at the Wilson-Fischer fixed point compared to the
Gaussian fixed point.

2.7 Holographic Quantum Complexity
In AdS/CFT, the dual CFT picture of the eternal AdS black hole is an entangled state of the two
copies of CFT living on the asymptotic regions called the thermofield double state[28]. Two such
boundaries are joined by an Einstein-Rosen bridge (ERB) in the bulk spacetime. This ERB in
the bulk continues to grow long after the boundary field theory attains thermal equilibrium. The
spirit of AdS/CFT correspondence begs an answer to the natural question as to what dual quan-
tity would suffice to capture this late-time growth.
Two geometrical duals with their own merits and motivations are conjectured to answer this ques-
tion and are subsequently called the Complexity Volume [47, 48] and the Complexity Action
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[49, 50] conjectures hereafter paraphrased by CV and CA conjecture respectively. CV conjecture
tries to quantify the difficulty in sending a signal across ERB. It posits that the complexity of the
field theory is given by the volume, Vmax(t) of the maximal spacial slice extending into the bulk
and terminating on the boundary at the spacial slice on which the quantum state resides modulo
some constants present for the dimensional reasons.

    
    r = 0tL  tR

Figure 2.2: Maximal volume slice shown as green curve connecting points at the boundary, ERB
is the region of the green curve lying behind the horizons.

In the adjoining figure, tL and tR denote respectively, the times on the left and the right bound-
ary. This choice of picking two times in the dual CFT has the interpretation of choosing a quan-
tum state

|ψ(tL, tR)⟩ = e−i(HLtl+HRtR)|TFD⟩ ,

where HL and HR are the hamiltonians corresponding to the CFT living on the two boundaries
and |TFD⟩ is the thermofield double state (2.1). Recall that state |TFD⟩ is close to being max-
imally entangled such that the reduced density matrix obtained by tracing over either side gives
us a thermal state.
Quantitatively, the complexity volume duality is expressed as

CV (t) = Vmax(t)
GNL

.

Where, V (t) is the maximal volume of the spacelike slice anchored at the boundary time, t. And
L is some characteristic length scale associated with the spacetime bulk like AdS radius or hori-
zon radius. However, the choice of this background dependent quantity is ambiguous. For the
purpose of illustrating the divergence structure of the CV complexity, we present the simplest
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case [?, 73] of the Poincare patch of pure AdSd+1 background. The volume complexity evaluates
to the following

CV = Ld−1
AdSVx

(d− 1)ϵd−1 ,

where, Vx is the boundary volume and plays the role of IR divergence, and ϵ is the UV cutoff.
This is the result expected of any extensive quantity in a local field theory, it counts the total
number of degrees of freedom on a lattice having a number of Vx/ϵd−1 lattice sites. This all seems
plausible because the preparation of some entangled state from the product state on the lattice
would require a number of elementary operations proportional to the volume of the lattice.
The CA conjecture [49, 50] posits that the complexity is proportional to the bulk on-shell action
integral evaluated over the Wheeler-deWitt (WdW) patch of the boundary spatial slice on which
the field theory state is specified. The WdW patch of a given spatial slice on the boundary is de-
fined to be the bulk subregion covered by the union of all possible spacelike surfaces in the bulk
which terminates on the same spatial slice at the boundary. Action complexity is defined as

r = 0

tL

tR

Figure 2.3: Wheeler-de Witt patch is the region enclosed by the lightlike curves, shown here in
blue.

CA(t) = AWDW (t)
πℏ

Where, AWDW (t) is the classical bulk action including the boundary terms evaluated over the
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WDW patch anchored at the boundary time, t. If there are no matter fields in the bulk, the ac-
tion is given by [74, 73] the gravitational part

IWdW = 1
16πGN

∫
WdW

dd+1x
√
g (R− 2λ) + 1

8πGN

∫
∂WdW

ddx
√
hK − 1

8πGN

∫
Σ
dλdd−1θ

√
γκ

+ 1
8πGN

∫
Σ
dd−1x

√
σa .

The first term comprises the bulk Einstein-Hilbert action term with the cosmological constant,
and for the rest of this work, the Gibbons Hawking boundary term will be evaluated at the time-
like boundaries. The third term is the boundary term for the null boundaries of the WdW patch
and the constant κ comes from writing out the null geodesic equation for the outward directed
normal for the null surface, k

kµ∇µk
ν = κkν .

There are also joint contributions which are codimension-two surfaces formed by the intersection
of the null-null or null-timelike surfaces. The null boundary contributions are in general com-
plicated and we have just written them out for the sake of completeness. In the entirety of this
thesis, we will use the alternative prescription proposed in [75] of simplifying the calculations by
deforming the lightlike boundaries into timelike surfaces and then taking the null limit. This pre-
scription is particularly advantageous for two reasons, first we don’t have to deal with the null-
null joint pieces which will get smoothed out into the timelike surface, and secondly, we will be
able to use the GHY prescription to deal with the timelike boundaries instead of the different
prescription by [76] to deal with the lightlike boundaries, thereby making our job a lot easier.
We will still have to include the last term for the intersection of two timelike surfaces for which,
a = log |n1.n2| where ni’s are the outward unit normals to the timelike surfaces.
Both these bulk measures of complexity are manifestly UV divergent, so regularization is neces-
sary as remarked before. In the CV proposal there is an inherent ambiguity - to make the ex-
pression dimensionally consistent one must include a characteristic length scale, L, of the geom-
etry for which there is no unique prescription. For the CA proposal, there are also a couple of
issues viz. the ambiguities resulting from the null boundary terms. Some boundaries of the WdW
patch are codimension one null/lightlike submanifolds with joints/edges. The presence of such
null boundaries and their joints (edges) entails that the GHY boundary terms be properly defined
as discussed in [76]. As we mentioned above, we take adopt a different approach to this problem
[50, 77, 75]. Since we have to UV-regulate the WdW patch anyways, we use a particular regular-
ization that deforms the WdW null boundary to timelike and in the process also smoothens out
the joints. In this way, we can compute the GHY terms in one step without any issues. It is to be
noted that instead of being an apparent shortcoming, the ambiguities arising in the holographic
definition of complexity are a mere reflection of the inherent feature of the way the complexity
is defined in field theory modulo the choice of the gate set. Here we quote a typical CA result to
compare with the CV result obtained for the pure AdSd+1 case.

CA = 4ld−1Vx
ϵd−1 log(d− 1) .

Note that CA has the same divergence structure as CV for the case of pure AdS i.e. it is an exten-
sive quantity with the same IR dependence on the volume of lattice and the UV cutoff. However,
as a dimensional accident in (1+1) dimensions, the action complexity vanishes. Moreover, the
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rate of growth of complexity with respect to either of the boundary times gives in the limit of late
time

lim
t→∞

dC(t)
dt

= 2M
πℏ

.

A relation in agreement with Lloyd’s conjectured bound of the rate of computation bounded
above by the energy of the system

dC(t)
dt
≤ 2E
πℏ

,

making our belief in the validity of the CA conjecture stronger [78].
It would be a good place to ponder about having two different formulations of what appears to
be the same field theory quantity. It has been noted that at the leading order CA and CV display
the same divergence structure at the leading order (modulo an overall constant). However past
studies reveal [74, 75] that the subleading coefficients might disagree across the two formulations.
This hints at the fact that the two bulk/holographic prescriptions of complexity might correspond
to different schemes of defining complexity in the boundary field theory. We will be in a relatively
good position to remark on these matters once the field theoretic formulation of the complexity is
available.
It is worthwhile at this point to mention that the two universal properties of complexity i.e. lin-
ear growth of complexity with time at late times and the universal time delay also called the
switchback effect exhibited by complexity in response to the perturbations, inspired the authors
in [79] to conjecture the existence of a more general class of codimension-one geometric observ-
ables as equally viable candidates encoding the complexity of the boundary theory as

C = 1
GNL

∫
ΣF2

ddσ
√
hF1(gµν , Xµ) ,

where F1 is a scalar functional of the background metric and the embedding coordinates Xµ(σ).
The integration region is the codimension-one slice of the bulk region homologous to the bound-
ary region where the CFT state is defined and is extremized with respect to the scalar functional
F2. These observables reduce after taking appropriate limits to the conventional CV proposal.
Furthermore, the authors of this study went ahead and in [80] noticed that there is also no unique-
ness in defining the holographic action complexity in terms of the codimension-zero observables in
the bulk. They proposed the existence of yet another infinite class of codimension-zero gravita-
tional observables exhibiting the same universal features as mentioned above that reduce to the
CA duality under certain limits. These codimension-0 regions of integration M are bounded by
the future and past codimension-1 hypersurfaces Σ± anchored on the boundary time slice where
the CFT state is defined and is selected by extremizing the appropriate scalar functionals of the
background metric and the embedding coordinates. Finally, the geometric codimension-0 candi-
date for holographic complexity takes the following form

C = 1
GNL2

∫
M
dd+1x

√
g G1(gµν) + 1

GNL

∫
Σ+
ddσ
√
hF1,+(gµν , Xµ

+) + 1
GNL

∫
Σ−
ddσ
√
hF1,−(gµν , Xµ

−) ,

where, F1,±(gµν , Xµ
±) and G1(gµν) are independent scalar functionals of their arguments shown in

the parenthesis. This whole general scheme is appropriately dubbed complexity equals anything
proposal for holography. The limit to the conventional CA duality is straightforward where G1
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functional is chosen to be the on-shell gravitational action in that case M becomes the WdW
patch and the boundary integrals of F1,± assumes the form of GHY integrand evaluated over the
boundaries Σ±.
Another fruitful direction deserving mention is the one pursued in [81] where the authors pio-
neered the exploration of the circuits in the unitary representations of the Virasoro algebra

[Lm, Ln] = (m− n)Lm+n + c

12m(m2 − 1)δm+n,0 ,

whose symmetry generators take the form

U(σ) =←−P exp
[∫ σ

0
dτ Q(τ)

]
.

Where control functions are provided by the Fourier modes

ϵn(σ) = 1
2π

∫ 2π

0
dθ ϵ(σ, θ)einθ ,

so that the unitary generators become

Q(σ) =
∑
n∈Z

(
L−n −

c

24δn,0
)
.

The reference state is chosen to be the eigenstate

L0|h⟩ = h|h⟩ ,
Ln|h⟩ = 0 for n > 0 .

The cost functionals along the circuit are the usual F1 and F2 whose functional form is

F1(σ) = |⟨ψ(σ)|∂σψ(σ)⟩| ,

and F2(σ) =
√
⟨∂σψ(σ)|∂σψ(σ)⟩ .

These cost functionals are shown to be equivalent in the limit of large central charge F2 ≃ F1 (1 +O (1/c)).
Another slightly different version proposes [52] quantifying the contribution of the gates towards
the complexity by minimizing the path length in the space of unitaries over the circuit using the
Fubini-Study metric

dsFS(σ) =
√
⟨∂σψ(σ)|∂σψ(σ)⟩ − |⟨ψ(σ)|∂σψ(σ)⟩|2 dσ

One nice feature of the FS approach is that the directions modifying the state by an overall phase
do not contribute toward circuit complexity. The complexity is then identified with the minimal
length of the geodesic in the following manner

C(σ) =Min
∫ σ

0
dsFS(τ) .

In our study of Warped Conformal Field Theories, we will observe that the notion of complexity
formulated in this manner is also related to the Polyakov action of 2D gravity. It is also worth
mentioning that the Polyakov action has deep implications for the path integral formulation of
circuit complexity through the Liouville action.
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For the sake of completeness, we would like to mention other successful realizations of holographic
quantum complexity. The first one of these is in terms of what is known as tensor networks, which
as we already mentioned in section 1, are the representation of the wavefunction for discrete quan-
tum systems. The evolution of quantum circuits also exhibits a growth pattern resembling ten-
sor networks. It makes the identification of the growth of a number of nodes in a tensor network
with complexity plausible. One convenient scheme of studying real space renormalization in terms
of wavefunctions instead of that in momentum space (as in the Wilsonian approach) is called
MERA [34, 82]. Motivated by the calculations of entanglement entropy by counting the num-
ber of entangling links, MERA is identified with the lattice realization of AdS spacetime[31, 83,
32, 84]. In this scheme, the tensors span the bulk and are thought of as discretized AdS geome-
try which provides the gravitational dual of the quantum theory living at the boundary. MERA
so far captures only the discrete toy models of AdS/CFT therefore to overcome this discrepancy,
the continuous analog of MERA called the cMERAS is introduced in[85, 86, 87, 88, 89, 90, 91],
but which is restricted to the study of free field theories. Therefore to effectively study strongly
coupled holographic CFTs, [92, 93]developed a scheme for optimizing the structure of lattice in
Euclidean path integral setting by introducing a position dependent UV cutoff. Performing this
minimization requires associating a metric functional recognized as Liouville action for each state
which corresponds to the computational complexity in tensor network realization and varying the
background metric for path integrals which is called the path integral complexity. [94] demon-
strates that the complexity characteristics also have similarity with the quantum information
metric under marginal deformations moreover, the metric is shown to be well approximated by
the maximal volume of the time slice in the bulk [95, 96]. The consistency with AdS/CFT is es-
tablished by reproducing the correct linear growth of the ERB with time.
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Chapter 3

Holographic Complexity of LST and
Single Trace T T̄

3.1 Introduction
In this chapter, we focus our attention on the decoupled theory on a stack of k ≫ 1 NS5 branes
wrapping T 4×S1, the so called Little String theory (LST) in 1 + 1 dimensions. Unlike Dp branes,
the worldvolume theory living on the NS5 branes decouples from the bulk at finite value of the
string length ls =

√
α′. This is a signature that the decoupled theory namely LST living on the

NS5 branes is not a local field theory. In fact the decoupled theory on the NS5 branes is some-
what intermediate between string theory (which is not a local theory and gives rise to massless
gravitons upon quantization) and a local quantum field theory. The holographic background ob-
tained by taking the near horizon geometry of the NS5 branes is flat spacetime with a linear dila-
ton R1,1 × Rϕ. Such a holographic duality has been studied quite extensively in [97, 98].
Next, let us introduce p ≫ 1 F1 strings wrapping the S1. The near horizon geometry of the F1
strings is given by AdS3. Thus the full geometry interpolates between AdS3 in the IR (which cor-
responds to the near horizon geometry of the F1 strings) to flat spacetime with a linear dilaton
in the UV (which corresponds to the near horizon geometry of just the NS5 branes). Correspond-
ingly, the boundary field theory interpolates between a local CFT2 dual to AdS3 in the IR to LST
in the UV. The interpolating geometry discussed above is often referred to in the literature as
M3.
After the advent of T T̄ deformation [99, 100], it was realized in [101] that there is a deformation
of string theory in AdS3 that shares many properties in common with the double trace T T̄ defor-
mation.1 Such a deformation, often referred to in the literature as the single trace T T̄ deforma-
tion, of string theory in AdS3, changes the UV asymptotics of the bulk geometry from AdS3 to
flat spacetime with a linear dilaton keeping fix the IR regime of the geometry. Analysis in [101]
shows that the dual background geometry interpolates between AdS3 in the IR to flat spacetime
with a linear dilaton in the UV. Holography in this background (often referred to as M3) can be
realized as a concrete example of holography in non-AdS background that is smoothly connected
to AdS3.
This work is a part of a growing body of literature over the last few years to employ holography
to investigate various aspects of nonlocal field theories such as LST which admit gravity duals
[102, 103, 104, 105, 106, 107]. We are optimistic that holography will be as productive in demys-

1Details of the single trace T T̄ deformation appear in section 4.2.
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tifying properties of nonlocal quantum field theories such as the LST as it has been for enhancing
our understanding of strongly coupled regimes of local field theories.
One shortcoming of holographic complexity volume and complexity action proposals for evaluat-
ing circuit complexity of the boundary theory is that there is no explicit reference to the bound-
ary reference state as well the unitary gates which are involved in the circuit and these issue is
still under investigation. In the AdS/CFT case the reference state is clearly not the CFT vacuum
since the holographic (volume as well as action) for complexity is nonzero for pure AdS dual to
the CFT vacuum state. We are unable to shed any further light on this issue here either and as a
result our results suffer from the same reference state ambiguity. However since the LST2 under
consideration is obtained as a irrelevant deformation of a CFT2 we can imagine using the same
exact unitary gates and the same exact reference state as used for the initial CFT2 which we UV-
deformed. This is reasonable since the complexity expressions obtained here reduce to the famil-
iar pure AdS expression once the UV deformation is removed. We can say something about the
target state though. In the CFT2 case the target state of the zero temperature geometry was the
CFT vacuum, invariant under the SL(2,R) × SL(2,R) symmetry. In the LST2 case, the target
state is the “no string” vacuum state which is the vacuum of the BRST cohomology of the coset
SL(2,R)×U(1)

U(1) at zero temperature [107]. For the finite temperature the target is the thermofield
double state, both in case of the CFT and the LST, defined by

∣∣∣ψ⟩ = ∑
n e

−βωn/2
∣∣∣n⟩1 ⊗ ∣∣∣n⟩2 for

energy eigenstates
∣∣∣n⟩.

For interesting works on complexity in the context of double trace T T̄ deformed CFT see [108,
109, 110].

3.2 Review of string theory in AdS3, single trace T T̄ and
LST

Let us consider critical superstring background AdS3 ×M that preserves N = 2 or more super-
symmetry where M is a compact spacelike manifold of dimension seven. A well studied example
of this kind is type II strings on AdS3 × S3 × T 4 that preserves (4, 4) supersymmetry. The world-
sheet theory describing strings propagating in AdS3 with NS-NS fluxes turned on and R-R fluxes
switched off is described by the WZW sigma model on the group manifold SL(2,R). The world-
sheet theory is invariant under the left and right moving component of sl(2,R) current algebra at
level k. The radius of AdS3, Rads, is related to the level of the current algebra as Rads =

√
kls,

where ls =
√
α′ is the string length.

Via the AdS/CFT correspondence, string theory on AdS3 is dual to a two-dimensional CFT liv-
ing on the boundary of AdS3. For supergravity approximation to be reliable, we will consider
k ≫ 1. In the presence of the NS-NS three form H-flux, the spacetime theory has the following
properties:

1. The spacetime theory has a normalizable SL(2,C) invariant vacuum:

• The NS vacuum, which corresponds to global AdS3 in the bulk.
• The R vacuum, that corresponds to massless (M = J = 0) BTZ in the bulk.

2. The NS sector states contain a sequence of discrete states coming from the discrete series
representation of SL(2,R) followed by a continuum of long strings. The continuum starts
above a gap of order k

2 [111].

49



…
Stack of k NS5

U

…

Stack of p F strings

1

S1

x
T
4

Figure 3.1: The configuration of k coincident NS5 branes with a number of p F1 strings wrapping
the S1 direction.

3. The R-sector states contain a continuum above a gap of order 1
k
. Here the status of the dis-

crete series states is not quite clear.

In the discussion that follows, we will focus only the long strings in the R-sector.
It was argued in [112] that, for string theory on AdS3 × M, the theory living on a single long
string is described by a sigma model on

M(L)
6k = Rϕ ×M , (3.1)

with central charge 6k. The theory on Rϕ has a dilaton that is linear in ϕ with a slope given by

Q(L) = (k − 1)
√

2
k
. (3.2)

The theory on the long strings has an effective coupling given by exp
(
Q(L)ϕ

)
. Thus the dynamics

of the long strings becomes strongly coupled as they move towards the boundary. But there is a
wide range of positions on the radial direction where the long strings are weakly coupled. A nat-
ural question that one may ask at this point is: what is the full boundary theory dual to string
theory in AdS3. The answer to that question is, in general (for generic k), not known, but there
are evidences to believe that the theory on the long strings are well described by the symmetric
product CFT

(M(L)
6k )p/Sp , (3.3)

where p can be thought of as the number of fundamental (F1) strings that form the background.
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String theory in AdS3 contains an operator D(x, x̄) [113] (where x and x̄ are coordinates of the
two-dimensional spacetime theory), in the long string sector that has many properties in common
with the T T̄ operator. For example D(x, x̄) is a (2, 2) quasi-primary operator of the spacetime
Virasoro and has the same OPE with the stress tensor as the T T̄ operator. However, there is an
important difference between the T T̄ operator and the operator D(x, x̄): T T̄ is a double trace
operator whereas D(x, x̄) is single trace.2 In fact

D(x, x̄) =
p∑
i=1

TiT̄i , (3.4)

where TiT̄i can be thought of as the T T̄ operator of the ith block M(L)
6k in the symmetric product

CFT (M(L)
6k )p/Sp. For an elaborate discussion along this line see [114, 115]

Next, let us consider deformation of the long string symmetric product by the operator D(x, x̄).
This corresponds to deforming the ith block CFT M(L)

6k by the operator TiT̄i and then symmetrized.
Note that such a deformation is irrelevant and it involves flowing up the renormalization group
(RG) trajectory. The deformation of the spacetime theory by D(x, x̄) induces on the worldsheet a
truly marginal deformation:∫

(M(L)
6k

)p/Sp

d2xD(x, x̄) ∼
∫

Σ
d2zJ−

SLJ̄
−
SL , (3.5)

where z, z̄ are the complex coordinates of the worldsheet Riemann surface Σ, J−
SL and J̄−

SL are
respectively the left and right moving null sl(2,R) currents of the worldsheet theory.
The above current-anti-current deformation of the worldsheet σ−model is exactly solvable, and
standard worldsheet techniques yield the metric (in string frame), dilaton and the B-field as [116,
117]

ds2 = f−1(−dt2 + dx2) + kl2s
dU2

U2 ,

e2Φ = g2
s

kU2f
−1 ,

dB = 2i
k3/2 ls U2f

−1ϵ3 ,

(3.6)

where f = λ + 1
kU2 , λ is the dimensionless coupling 3 of the marginal worldsheet deformation

and gs is the asymptotic string coupling in AdS3 with g2
s = e2Φ(U→0) ≡ e2Φ0 . This background is

popularly known as M3. The background M3 (4.6) interpolates between AdS3 in the IR ( U ≪
1/
√
kλ) to flat spacetime with a linear dilaton, R1,1 × Rϕ in the UV ( U ≫ 1/

√
kλ). The coupling

λ sets the scale at which the transition happens.
The deformed sigma model background (4.6) can also be obtained as a solution to the equations
of the motion of three dimensional supergravity action [118, 107]

S = 1
16πGN

∫
d3X
√
−ge−2(Φ−Φ0)

(
R + 4gµν∂µΦ∂νΦ−

1
12H

2 − 4Λ
)
, (3.7)

2Here single trace refers to the fact that D(x, x̄) can be expressed as a single integral over the worldsheet of
a certain worldsheet vertex operator. The operator T T̄ on the other hand is double trace because it can be ex-
pressed as a product of two single trace operators in the sense just described.

3Note that without loss of generality, the value of λ can be set to an appropriate value as discussed in [101].
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where GN is the three-dimensional Newton’s constant in AdS3, gµν is the string frame metric, R
is the Ricci scalar (in string frame), Φ is the dilaton, H = dB is the 3-form flux and Λ is the
cosmological constant.
As an example, the above construction can be realized as follows. Let us consider a stack of k
NS5 branes in flat space wrapping a four dimensional compact manifold ( T 4 or K3). The near
horizon geometry of the stack of k NS5 branes is given by R1,1 × Rϕ with a dilaton that is lin-
ear in the radial coordinate ϕ (where ϕ = log

(√
kU
)
). The string coupling goes to zero near the

boundary ( U → ∞) whereas it grows unboundedly as one goes deep in the bulk ( U → 0).
Next, let’s add p (with p ≫ 1) F1 strings stretched along R1,1. This stabilizes the dilaton and
the string coupling saturates as gs ∼ 1/√p. Thus for large p the string coupling is weak and one
can trust string perturbation theory. The F1 strings modifies the IR geometry ( U ≪ 1/

√
kλ) to

AdS3. The smooth interpolation between R1,1 × Rϕ in the UV to AdS3 in the IR corresponds to
interpolation between near horizon geometry of the NS5 brane system to that of the F1 strings
[119, 107]. The spacetime theory interpolates between a CFT2 with central charge 6kp in the IR
to two-dimensional LST in the UV. The theory is nonlocal in the sense that the short distance
physics is not governed by a fixed point.
LST can be realized as the decoupled theory on the NS5 branes. It has properties that are some-
what intermediate between a local quantum field theory and a full fledged critical string theory.
Unlike a local field theory, at high energy E, LST has a Hagedorn density of states ρ ∼ eβHE

where βH = 2πls
√
kλ. On the other hand, LST has well defined off-shell amplitudes [120] and

upon quantization it doesn’t give rise to massless spin 2 excitation. Both these properties are
very similar to local quantum field theories. For a detailed review of LST see [97, 98]
The above discussion has a simple generalization to backgrounds at finite temperature [101, 119,
121]:

ds2 = −f1

f
dt2 + 1

f
dx2 + kl2s f1

−1dU
2

U2 ,

e2Φ = g2
s

kU2f
−1 ,

dB = 2i
k3/2 ls U2f

−1ϵ3 ,

(3.8)

where as before f = λ + 1
kU2 and f1 = 1 − U2

T

U2 where UT is the radius of the outer horizon of
the black hole. There is also an inner horizon at U = 0. For the Penrose diagram see figure 3.5.
From the worldsheet sigma model point of view, the above background can be obtained from the
coset description SL(2,R)×U(1)

U(1) [118, 107, 121]. One can also check that solution (3.8) satisfies the
equations of motion obtained from the supergravity action (4.7).
Going to the Euclidean continuation, and demanding the smoothness of the metric at the hori-
zon, one can read off the temperature of the black hole (3.8) as

Tbh = 1
2πls

UT√
1 + λkU2

T

. (3.9)

When UT ≪ 1√
kλ

, the horizon sits deep inside the bulk where the local geometry is well approx-
imated by AdS3. To good approximation such a black hole is described by BTZ. For UT ≫ 1√

kλ
the horizon sits in the asymptotic linear dilaton regime of the geometry. The black hole here is
well described by coset SL(2,R)

U(1) × U(1).
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As UT increases the black hole temperature (3.9) increases but saturates to an Hagedorn temper-
ature

βH = 1
TH

= 2πls
√
kλ , (3.10)

as UT → ∞. This is an indication of the Hagedorn nature of the spacetime theory (LST) in the
UV.
Note that in the discussion that follows, we will consider only the positive sign of the coupling λ.
In that case the spectrum of the deformed theory is real and the theory is unitary. Holography in
the background (4.6) and (3.8) has been studied extensively in [101, 122, 102, 123, 103, 104, 107].
For the other sign of the coupling see [119, 124, 125].

3.3 Holographic Complexity in M3 at zero temperature
The aim of this section to compute the computational complexity of the LST dual to the back-
ground M3 (4.6) using holographic methods, namely the Complexity-Volume (CV) [48] and Complexity-
Action (CA) [49, 50] prescriptions. We will perform these complexity computations for both zero
temperature (in section 4.3) and finite temperature cases (in section 3.4). Computational com-
plexity like entanglement entropy, is a manifestly UV-divergent quantity, and for local quantum
field theories the UV divergence structure of computational complexity is rigidly constrained
[73, 74]. In this section we reveal the UV-divergences which arise in a nonlocal field theory such
as two-dimensional LST, and compare and contrast them with those arising in a local quantum
field theory ( a CFT2).

3.3.1 Volume complexity at zero temperature
The volume complexity prescription computes the complexity of the dual boundary theory in
terms of the volume of a maximal volume spacelike slice , Σ,

CV = VΣ

GN L
, with VΣ =

∫
Σ
dD−1x

√
γΣ , (3.11)

where γµν is the pullback metric on the maximal volume slice. As mentioned before, L represents
a suitable characteristic scale of the geometry. However, we are working in the string frame with
a non-trivial dilaton background and the volume complexity proposal needs to be generalized.
This generalized prescription is guided by the requirement of furnishing the correct powers of the
string coupling GN in the complexity expression4.The appropriate generalization is given by,

CV = ṼΣ

κ2
0 L

, with ṼΣ =
∫

Σ
dD−1x e−2(Φ−Φ∞)√γΣ . (3.12)

One can check that this generalization furnishes the correct powers of GN
5 in the denominator

using the string convention, κ2
0e

−2(Φ∞−Φ0) = 8πGN where eΦ∞ is the flat space string coupling and
eΦ0 is the string coupling of AdS3.

4Similar considerations led the authors in [126] to a generalization of the Ryu-Takayanagi formula for holo-
graphic entanglement entropy for bulk backgrounds supporting a non-trivial dilation in the string frame.

5See [126] for a similar prescription for the Ryu-Takayanagi formula for the entanglement entropy
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For the putative (string frame) maximal volume spacelike surface Σ given by t = t(U), in the zero
temperature M3 geometry (4.6), the induced metric is

ds2
Σ ≡ γabdx

adxb =
(
k l2s
U2 − f

−1t′(U)2
)
dU2 + f−1 dx2 , where t′ ≡ dt

dU
. (3.13)

In the string frame, the volume of such a spacelike slice anchored at a time T 6 on the boundary
is,

Ṽ (T ) = e2(Φ∞−Φ0)
∫
dx dU e−2(Φ−Φ0)√γΣ

= k3/2lsLx
e−2(Φ∞−Φ0)

∫ ∞

0
dU U f 1/2

√√√√1− U2 t′(U)2

k l2s f
.

(3.14)

Here Lx =
∫
dx is the spatial extent (IR cutoff) of the boundary theory target space. Extremizing

this volume leads to the following Euler-Lagrange equation:

U
(
1 + λ k U2

)
t′′ +

(
4 + 3λ k U2

)
t′ − 2U4

l2s
t′

3 = 0 . (3.15)

The solution is found by employing series expansion method, lets assume the near boundary ex-
pansion of t(U) of the form:

t(U) = T + a1

U
+ a2

U2 + a3

U3 + . . . . (3.16)

And plugging back in (4.35) and solving them order by order in 1
U

, we obtain the result that all
the coefficients vanish. Thus the maximal volume slice is t(U) = T , a result that can be antici-
pated from the time reflection symmetry: t → −t, of the background. Thus, the volume of the
maximal volume slice is,

ṼΣ(T ) = k3/2 ls Lx
e−2(Φ∞−Φ0)

∫ ∞

0
dU U f 1/2 = k ls Lx

e−2(Φ∞−Φ0)

∫ ∞

0
dU
√

1 + kλU2 , (3.17)

which diverges as U → ∞. So we impose a UV cutoff at U = ls/ϵ to regulate it. The regulated
volume is then,

ṼΣ(T ) = k ls Lx
e−2(Φ∞−Φ0)

 ls
2ϵ

√
1 + k λ l2s

ϵ2 +
sinh−1

(√
k λ ls
ϵ

)
2
√
k λ

 . (3.18)

As expected, due to time translation symmetry the expression is independent of T . Therefore
from (4.20) volume complexity turns out to be:

CV ≡
ṼΣ

κ2
0 L

= k ls Lx
GN L

 ls
2ϵ

√
1 + k λ l2s

ϵ2 +
sinh−1

(√
k λ ls
ϵ

)
2
√
k λ

 . (3.19)

Note that by convention the length scale L appearing here is the characteristic length scale asso-
ciated with the geometry. Comparison with results from action complexity helps us resolve this
ambiguity L = ℓ =

√
k ls, the AdS radius, and the volume complexity is thus,

CV = cLx
3βH

βH
2ϵ

√
4 + β2

H

π2ϵ2 + 2π sinh−1
(
βH
2πϵ

) , (3.20)

6The T here is not to be confused with the temperature Tbh (3.9) in section 3.4.
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where c is the Brown-Henneaux central charge of the undeformed CFT2 given by

c = 3
√
kls

2GN

. (3.21)

A comment on the non-locality: An “effective central charge” for LST

Let us recall that βH can be thought of the length scale below which non-locality kicks in. Thus,
an interesting limits to study would be ϵ/βH ≪ 1 where the short distance physics is that of a
non-local theory. In this limit the volume complexity takes the form

lim
ϵ/βH→0

CV = cLx
3βH

[
β2
H

2πϵ2 + 2π log
(
βH
πϵ

)
+ π +O

(
ϵ

βH

)]
. (3.22)

Evidently the divergence structure of the volume complexity (4.43) does not appear like that of a
local quantum field theory.
For the case of a local quantum field theory, complexity being an extensive quantity should be
proportional to the degrees of freedom given by the number of lattice sites ∝ Lx/ϵ scales in-
versely with the cutoff ϵ (lattice spacing). The quadratic and logarithmic divergences in (4.43)
are a reflection of the fact that the boundary theory, being a LST, is a non-local field theory and
fittingly the non-locality parameter βH features in the coefficient of this quadratic as well as the
logarithmic divergences. One can check by making the non-locality vanish in the limit ϵ/βH ≫ 1,
the volume complexity expression (4.41) indeed reduces to that of a local field theory,

lim
ϵ/βH≫1

CV = 2c
3βH

Lx
(ϵ/βH) = 2c

3
Lx
ϵ
. (3.23)

This expression of complexity (being proportional to the product of c, the central charge the
number of degrees of freedom per lattice site, and Lx/ϵ, which gives the total number of lattice
sites) counts the total number of degrees of freedom in a local field theory.
Now a remarkable physical fact emerges when one considers the coefficient of the log term (which
is universal) in the expression of volume complexity (4.43) in the deep UV ( ϵ≪ βH), which is

Ñ = c
Lx
βH

. (3.24)

This coefficient counts the total number of “regularized/effective” degrees of freedom in the the-
ory if we regard the lattice spacing of LST to be the Hagedorn scale, βH instead of the UV cutoff
ϵ of the original IR CFT, namely, cLx

ϵ
[127, 103].

Another interesting fact emerges when we focus on the quadratic divergence in (4.43). One can
rewrite this term in a manner which “looks” like a local field theory as follows,

CV = cLxβH
6π2ϵ2 + . . . = 2c̃(ϵ)

3
Lx
ϵ

+ . . . , where c̃(ϵ) = c
βH

4π2ϵ
, (3.25)

where c̃(ϵ) now has to be interpreted as an “effective central charge” for LST which is a monoton-
ically increasing function of UV energy scale, 1

ϵ
, and in particular this “effective central charge”

diverges as the UV cutoff is removed.
The full volume complexity (4.41) as a function of ϵ/βH has the following interesting properties:

1. CV in (4.41) as a function of ϵ/βH is always positive and monotonically decreases from UV
to IR ( C ′

V (ϵ/βH) ≥ 0).
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2. In the deep UV ( for ϵ/βH ≪ 1), CV diverges as (4.43).

3. In the deep IR ( for ϵ/βH ≫ 1), CV decreases to 0 as (4.44).
The complete variation CV as a function of ϵ/βH is given in figure 4.1. Thus one can conclude
that for length scales below βH (the non-locality scale of LST), stringy physics takes over and the
theory departs from behaving like a local field theory.

3.3.2 Action complexity at zero temperature
Now we compute the action complexity, CA, for the zero temperature M3 geometry. Action com-
plexity has the dual advantage that (a) there are no arbitrary length scales appearing in its def-
inition, and (b) neither does one need to solve a variational problem (maximal volume). Instead
one just performs action integrals over the so called WdW patch which is defined to be the union
of all spacelike curves in the bulk anchored at a fixed time slice on the boundary:

CA = SWdW

πℏ
. (3.26)

The Penrose diagram of the M3 spacetime with the WdW patch is displayed in figure 4.6.

Figure 3.2: Penrose diagram of the M3 geometry with the Wheeler-deWitt (WdW) patch shaded
in pink for the boundary time T . The brown curves are timelike surfaces which can be continu-
ously deformed into the null boundaries of the WdW patch.

The gravity action in the string frame is:

S = 1
16πGN

∫
M
d3X
√
−ge−2(Φ−Φ0)

(
R + 4gµν∂µΦ∂νΦ−

H2

12 − 4Λ
)

+ 1
8π GN

∫∑
∂M

√
γ (· · · ) + 1

8π GN

∫
∩∂M

√
h (· · · ) .

(3.27)
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The (· · · )’s represent the appropriate surface/boundary (∪∂M) terms and joint (∩∂M) terms
needed to make the variation of the action well defined as well as reparametrization invariant.
Since (some) boundaries of the WdW patch are null, the usual GHY terms are not the suitable
ones. This issue of determining the boundary terms for null boundaries was settled in [76]. How-
ever, we will take an alternative prescription spelled out in [75]7 where the null boundaries of the
WdW patch are first deformed into a single smooth timelike surface using a deformation param-
eter (regulator), and then we are free to use the usual GHY term. After working out the GHY
term we remove the regulator and obtain the result for the null WdW boundary. This affords an
enormous simplification as it eliminates the necessity to compute the joint terms ( terms in the
action from joints or edges along which two null surfaces intersect) as well as preserving diffeo-
morphism and reparametrization invariance of the GHY contribution from beginning to end. Our
regularization reproduces the same results as the prescription of [76] for the well known cases of
pure AdS, AdS-Schwarzschild, AdS-RN etc. but the status of the equivalence of these two pre-
scriptions for arbitrary generic geometries is yet unexplored. In general the issue of different reg-
ularization prescriptions is still being investigated e.g. for a comparison of the two regularizations
introduced in [73], see [108, 109].
There is an additional issue regarding boundary terms here since we are working in the string
frame while the usual GHY term applies for surface terms in the Einstein frame. In the string
frame the GHY surface term has a contribution from the dilaton factor. This is determined by
starting out with the usual GHY term in the Einstein frame and then Weyl transforming the ex-
pression to string frame. For 2 + 1-dimensional bulk 8, the string frame GHY term is

SGHY = 1
8πGN

∫
d2x
√
−γ e−2(Φ−Φ0)

(
K − 4nM∂MΦ

)
. (3.28)

Volume (EH) pieces of the onshell action

The volume terms in the bulk action (4.87) are

S = 1
16π GN

∫
WdW

d3X
√
−ge−2(Φ−Φ0)

(
R + 4gµν∂µΦ∂νΦ−

1
12H

2 − 4Λ
)
. (3.29)

For the zero temperature M3 background, the Ricci scalar is,

R = −6 + 8λ k U2

k l2s (1 + λ k U2)2 , (3.30)

and the dilaton is given by,
Φ = Φ0 −

1
2 ln

(
1 + λ k U2

)
. (3.31)

The Wheeler-deWitt patch (WdW) for the boundary time t = T is bounded by the null rays

dt± = ∓
√
k ls

√
f

U
dU , (3.32)

7see also [77].
8For D-dimensions

SGHY = 2
∫
d2x
√
−he−2Φ

(
K − 2

(
D − 1
D − 2

)
nM∂M Φ

)
.
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obeying boundary condition, t(U →∞) = T . The t-integrals in the volume terms (3.29) (Einstein-
Hilbert terms) can be readily done:

t+(U)− t−(U) = 2
√
k ls

∫ ∞

U
dU ′

√
f(U ′)
U ′ . (3.33)

This integral is divergent and hence we will modify our WdW patch to begin at a UV-cutoff sur-
face U = ls/ϵ instead of spatial infinity:

t+(U)− t−(U) = 2
√
k ls

∫ ls/ϵ

U
dU ′

√
f(U ′)
U ′ . (3.34)

Various bulk contributions are listed as follows (in the intermediate steps one may consider the
change of variables U → z = U

ls/ϵ
and U ′ → z′ = U ′

ls/ϵ
to perform the integrals exactly).

The Ricci scalar term in the action:

SR ≡
1

16πGN

∫
WdW

d3X
√
−g e−2(Φ−Φ0) R

= kLx
8πGN

∫ ls/ϵ

0
dU U

−6 + 8λkU2

(1 + λkU2)2

∫ ls/ϵ

U

dU ′

U ′

√
f(U ′) .

(3.35)

The above integral can be performed analytically but the full expression is a bit cumbersome. In
the deep UV ( when ϵ/βH ≪ 1), SR takes the following form

lim
ϵ/βH≪1

SR =− cLx
6βH

(7 + 8 log 2) log
(
βH
πϵ

)
+ 2cLx

3βH
log2

(
βH
πϵ

)

+ cLx
18βH

(π2 + 24 log 2) +O
(
ϵ2/β2

H

)
.

(3.36)

In the IR ( when ϵ/βH ≫ 1), SR takes the form

lim
ϵ/βH≫1

SR = − cLx
4πβH

βH
ϵ

+ 7cLx
288π3βH

(
βH
ϵ

)3

+O
(
β4
H/ϵ

4
)
. (3.37)

The dilaton kinetic term in the action:

SΦ ≡
1

16πGN

∫
WdW

d3X
√
−g e−2(Φ−Φ0) (4gµν∂µΦ∂νΦ)

= Lxk
3λ2

2πGN

∫ ls/ϵ

0
dU

U5

(1 + λ k U2)2

∫ ls/ϵ

U

dU ′

U ′

√
f(U ′) .

(3.38)

In the UV SΦ takes the following form:

lim
ϵ/βH≪1

SΦ = cLx
24π2βH

(
βH
ϵ

)2

+ cLx
6βH

(3 + 8 log 2) log
(
βH
πϵ

)
− 2cLx

3βH
log2

(
βH
πϵ

)

− cLx
36βH

(−3 + 2π2 + 48 log 2) +O
(
ϵ2/β2

H

)
.

(3.39)

One might be a bit alarmed at the appearance of the “log squared” divergences in the expres-
sions (4.94) and (4.96), which did not arise in the volume complexity cases but as it will turns
out, such log squared divergent contributions will cancel out among each other.
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In the IR, SΦ takes the form

lim
ϵ/βH≫1

SΦ = 0 +O
(
β5
H/ϵ

5
)
. (3.40)

The cosmological constant term in the action:

SΛ ≡
1

16πGN

∫
WdW

d3X
√
−g e−2(Φ−Φ0) (−4 Λ)

= Lxk

2πGN

∫ ls/ϵ

0
dU U

∫ ls/ϵ

u

dU ′

U ′

√
f(U ′) .

(3.41)

In the UV SΛ takes the following form

lim
ϵ/βH≪1

SΛ = cLx
24π2βH

(
βH
ϵ

)2

+ cLx
6βH

log
(
βH
πϵ

)
+ cLx

12βH
+O

(
ϵ2/β2

H

)
. (3.42)

In the IR, SΦ takes the form

lim
ϵ/βH≫1

SΛ = cLx
6πβH

βH
ϵ

+ cLx
144π3βH

(
βH
ϵ

)3

+O
(
β4
H/ϵ

4
)
. (3.43)

The Kalb-Ramond term in the action:

SH ≡
1

16πGN

∫
WdW

d3X
√
−g e−2(Φ−Φ0)

(
−H

2

12

)

= − Lx
4πGN k

∫ ls/ϵ

0

dU

U3 f 2

∫ ls/ϵ

U

dU ′

U ′

√
f(U ′) .

(3.44)

In the UV SH takes the following form

lim
ϵ/βH≪1

SH = − cLx6βH
log

(
βH
πϵ

)
+O

(
ϵ2/β2

H

)
. (3.45)

In the IR, SΦ takes the form

lim
ϵ/βH≫1

SH = − cLx
12πβH

βH
ϵ

+ cLx
288π3βH

(
βH
ϵ

)3

+O
(
β4
H/ϵ

4
)
. (3.46)

Surface term at U = 0

This is the AdS Poincaré horizon which is a null surface on which the induced metric h degener-
ates. Instead we will work with the timelike surface, U = δ, evaluate the GHY term and take the
limit, δ → 0 of the final expression. The metric on this timelike surface, U = δ, is,

ds2 = 1
f

(
−dt2 + dx2

)
. (3.47)

The components of the unit outward normal vector for such a constant U surface are:

nU = − U√
kls

, nt = nx = 0 . (3.48)
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Using the Christoffel Symbols:

ΓUUU = − 1
U
, Γttρ = Γxx ρ = − 1

f

df

dU
, (3.49)

and the unit norma vector (3.48), we get the extrinsic curvature of U = δ surface,

K = − 2√
k ls (1 + λkδ2)

. (3.50)

The GHY surface term at the Poincaré horizon

S0
GHY = lim

δ→0

1
8πGN

∫
dx
∫ t+(δ)

t−(δ)
dt
√
−γ(δ) e−2(Φ−Φ0) (K − 4nρ∂ρΦ)

= lim
δ→0

2Lx
8πGN

kδ2
(
−2− 4λkδ2

1 + λkδ2

)∫ ls/ϵ

δ

dU ′

U

√
f(U) = 0 .

(3.51)

Action Contributions from the null boundaries of the WdW patch

The null boundaries of the WdW patch are defined by

(t− T ) = ∓
√
k lsA(U) ; where A(U) ≡

∫ U

ls/ϵ
dU ′dU

′
√
f(U ′)
U ′ ; (3.52)

where T is defined in (4.36). However, we will deform the pair of null surfaces to a single smooth
timelike surface by introducing a dimensionless parameter, ε,9

(t− T )2

k l2s
− (1 + ε)A2(U) = 0 . (3.53)

Taking differentials of both sides leads to,

dt2

f
= (1 + ε)k l

2
sdU

2

U2 . (3.54)

Using (4.106), the induced metric on this timelike surface can be written as

ds2 = 1
f 2 (−dt2 + dx2) + k l2s

U2 dU
2 = −ε k l

2
s

U2 dU2 + 1
f 2dx

2 . (3.55)

The negative sign in the first term clearly indicates that this is a timelike surface. The unit out-
ward normals to the surface (4.105) are,

nt = − t− T√
(1 + ε)2A2(U)− (t−T )2

k l2s

√
f(U)
√
kls

, nU = − (1 + ε)A(U)√
(1 + ε)2A2(U)− (t−T )2

k l2s

U√
kls

, nx = 0 .

(3.56)
The trace of the extrinsic curvature

K ≡ ∇L n
L = ∂L n

L + ΓLLM nM = ∂tn
t + ∂Un

U + ΓLLUnU . (3.57)
9This is distinct from the UV regulator, ϵ.
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takes the form

K = 2
√
ε
√
kls(1 + λkU2)

. (3.58)

Thus the GHY term for this surface in the null limit (ε→ 0) is

S∂WdW
GHY = lim

ε→0

1
8πGN

∫
d2Xe−2(Φ−Φ0)√−γ

[
K − 4nM∂MΦ

]
= Lxk

4πGN

∫ ls/ϵ

0
dU U

2λ+ 1
kU2√
f

= cLx
12π2βh

β2
H

ϵ2

√
1 + 4π2 ϵ

2

β2
H

.

(3.59)

In the UV, S∂WdW
GHY diverges as

lim
ϵ/βH≪1

S∂WdW
GHY = cLx

12π2βh

β2
H

ϵ2 + cLx
6βH

+O
(
ϵ2/β2

H

)
. (3.60)

In the IR one can write

lim
ϵ/βH≫1

S∂WdW
GHY = cLx

6πβH
βH
ϵ

+ cLx
48π3βH

(
βH
ϵ

)3

+O
(
β4
H/ϵ

4
)
. (3.61)

Full Action complexity at zero temperature

Putting together all the pieces, the full on-shell action over the WdW patch is obtained by sum-
ming over the contributions (4.93),(4.95),(4.98),(4.101),(3.51) and (4.111). The full action com-
plexity (4.86) thus obtained is presented in figure 3.3. In the UV linear dilaton regime (i.e. when

ϵ

βH

CA

Figure 3.3: CA(ϵ/βH) vs ϵ/βH at T = 0.

ϵ/βH ≪ 1), the action complexity (obtained by summing over the contributions (4.94),(4.96),
(4.99),(3.51),(4.102), and (4.112),) diverges as

CA = Lxc

3π2βH

[
β2
H

2πϵ2 − 2π log
(
βH
πϵ

)
+ π +O

(
ϵ

βH

)]
. (3.62)

Comparison of (6.2) with the volume complexity expression (4.43) reveals that the leading diver-
gence structure (i.e. the quadratic divergent term) and the constant term in both cases are identi-
cal. The subleading logarithmic divergences differ by a negative sign. This is not a novel observa-
tion. Past studies have revealed that the coefficients of the subleading divergent pieces might be
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different [75] hinting to the fact that the two bulk/holographic prescriptions of complexity might
actually correspond to different schemes of defining complexity in the boundary field theory. In
the IR (i.e. when ϵ/βH ≫ 1) the action complexity takes the form

lim
ϵ/βH≫1

CA = cLx
18π3βH

(
βH
ϵ

)2

+O
(
β5
H/ϵ

5
)
. (3.63)

Thus in pure AdS3 the action complexity goes to zero. This is in precise agreement with the anal-
ysis performed in [74]. Unlike the volume complexity, the action complexity in M3 decreases
much faster. A comparison between volume complexity and action complexity in M3 is given in
figure 4.7. Similar to the volume complexity, the action complexity diverges in the UV ( when

CV

CA

ϵ

βH

CV,CA

Figure 3.4: Comparison between CV and CA at zero temperature. For large ϵ/βH , the action
complexity decays much faster than volume complexity.

ϵ/βH → 0). Then as ϵ/βH increases, the action complexity decreases (much faster than volume
complexity) monotonically eventually going to 0 in the deep IR.

3.4 Holographic Complexity in M3 at finite temperature
In this section, we compute the holographic complexity for LST at finite temperature. Our main
aim is to look for new exotic divergence structures which do not arise in the zero temperature
case and are endemic to finite temperatures exclusively. Although we have a good idea of what
kind of finite temperature corrections one generates for complexity of local quantum field theo-
ries and there we can rule out appearance of such exotic new divergences for finite temperatures,
there is hardly such intuition for the case of nonlocal quantum field theories such as LST. In par-
ticular, we will be content by computing the action complexity as the integrals that can be per-
formed numerically very easily without any approximations. Volume complexity on the other
hand is a different story, the equations for the maximal volume slice are nonlinear and we could
hope to solve (even numerically) perturbatively only in simple limits such as high temperatures or
low temperatures. Instead of making such simplifying assumptions, we have decided to compute
the action complexity exactly and evaluate the integrals numerically. For this finite temperature
case one has to use the finite temperature M3 background (3.8). In particular, we consider the
thermofield double state of two LST’s for which the dual bulk geometry is an eternal M3 black
hole. An important thing to note is the geometry here is that of the two-sided eternal hole with
four quadrants - right (I), future (II), left (III) and past (IV ) wedges. The future wedge (II) is
the region between the inner and the outer horizons. The Penrose diagram of the finite tempera-
ture M3 spacetime with the WdW patch is displayed in figure 3.5. Although we denote the four
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Figure 3.5: Penrose diagram of the eternal M3 black hole geometry with the Wheeler-deWitt
(WdW) patch shaded in pink for the boundary time tL and tR.

wedges of the eternal black hole by I, II, III, IV precisely in the sense discussed above, in the
discussion that follows, we will refer to the four section obtained by taking an intersection of the
WdW patch with the full two-sided eternal hole as regions I, II, III, IV .
So in the zero temperature limit of this two-sided geometry, one will get twice the action com-
plexity value for that of the single sided zero temperature geometry. The Wheeler-deWitt patch
for the eternal geometry is anchored at the Schwarzschild times, tR in the right quadrant and tL
in the left quadrant. Of course in terms of boundary time coordinate, the left quadrant time is
then, −tL. We also consider the case when tL = −tR = t is very large, since in this case the past
wedge, quadrant IV pinches off and its contribution to the complexity the vanishes. Also it is
worth mentioning that since the metric in left and right wedges I and III are time-independent
and has reflection symmetry around t = 0, the complexity contributions from the left and right
are identical and independent of tR or tL. The action complexity contributions at finite tempera-
ture (two sided M3 black hole) are worked out in the following subsections, first the contributions
from the bulk (volume) of the WdW patch followed by contributions from the surface/edges of
the WdW patch. The results are then plotted in the figure 3.6. We find the finite temperature
complexity qualitatively displays similar monotonic behavior as a function of ϵ/βH and that there
are no new exotic divergence structures appearing up to second order in finite temperature cor-
rections ( O (U2

T )) in action complexity (see Appendix A).

3.4.1 Action complexity at finite temperature
Bulk terms for finite temperature action complexity

The bulk action (3.29) consists of four types of contributions, namely from the Ricci scalar term,
from the cosmological constant term, the dilaton kinetic term and the NS-NS H-field strength
term. We will write the metric in infalling null coordinate v and radial coordinate r which are
well defined in the quadrants I and II (see figure 3.5). In terms of these the (string frame) metric
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in quadrants I and II looks like

ds2 = −f1

f
dv2 + 2

√
k ls√
f U

dv dU + dx2

f
. (3.64)

The v coordinate is related to the Schwarzschild coordinates, t, U by the relation:

v = t+ U∗ , (3.65)

where the (UV regularized) tortoise coordinate, U∗(U) is defined by

U∗ =


∫ U

ls
ϵ
dU ′

√
kls

f1(U ′)

√
f(U ′)
U ′ , region I ,∫ U

0 dU ′
√
kls

−f1(U ′)

√
f(U ′)
U ′ , region II.

(3.66)

Of course these coordinates do not cover the left wedge III or the past region IV . However, since
the metric in region III is time-independent (and time-reflection symmetric), it turns out that
the contribution from III is exactly equal to that of region I. As mentioned before we are look-
ing at large / late times, tR = −tL = t → ∞, in this limit the wedge IV pinches off and there is
no contribution from it. Here are the list of the bulk term contributions to the action complexity.
The Ricci scalar term:
The Ricci scalar term in the supergravity action in region I contributes

SIR = Lx
16π GN

∫ ls
ϵ

UT

dU
∫ tR

tR+2U∗(U)
dv
√
−ge−2(Φ−Φ0)R

= Lxk
1
2

8π GN

∫ ls
ϵ

UT

dUU

(
2U2

Tkλ (2kλU2 − 5) + 8kλU2 − 6
(kλU2 + 1)2

)(∫ ls
ϵ

U
dU ′
√
λkU ′2 + 1

(U ′2 − U2
T )

)
.

(3.67)

Owing to the symmetry between region I and III in the Penrose diagram, the region III inte-
grals give same contribution as region I with just the change tR ⇐⇒ tL interchange. Since, an-
chorage time does not feature in the integrals involving regions outside the outer horizon, we sim-
ply the exact same contribution from the region III. Therefore,

SIIIR = SIR . (3.68)

Next, the contribution coming from region II is given by

SIIR = Lx
16π GN

∫ UT

0
dU

∫ tR

tL+2U∗(U)
dv
√
−ge−2(Φ−Φ0)R

= Lxk
3
2 ls

16π GN

∫ UT

0
dUU

(
2U2

Tkλ (2kλU2 − 5) + 8kλU2 − 6
kl2s (kλU2 + 1)2

)(
tR − tL − 2ls

∫ U

0
dU ′
√
λkU ′2 + 1

(U ′2 − U2
T )

)
.

(3.69)

The contribution from SIIR trivially goes to zero in the limit UT → 0. In the late times limit, there
is no contribution from region IV since it gets pinched off.
The cosmological constant term:
This term is particularly simple since it is proportional to the volume of the WdW patch. The
contribution to the onshell action from regions outside the horizons ( region I, III) is

SIΛ = 4Lx
16πkl2s GN

∫ ls
ϵ

UT

dU
∫ tR

tR+2U∗(U)
dv
√
−ge−2(Φ−Φ0)

= 4Lxk
1
2

16πlsGN

∫ ls
ϵ

UT

dUU

(
−2ls

∫ U

ls
ϵ

dU ′
√
λkU ′2 + 1

(U ′2 − U2
T )

)
.

(3.70)
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As argued before SIIIΛ = SIΛ. The contribution to the volume of the WdW patch from inside the
horizon region namely region II is given by

SIIΛ = 4Lxk
1
2

16πlsGN

∫ UT

0
dUU

(
tR − tL − 2ls

∫ U

0
dU ′
√
λkU ′2 + 1

(U ′2 − U2
T )

)
. (3.71)

As expected the SIIΛ vanishes in the limit UT → 0 and for large tR, SIVΛ → 0.
The Dilaton kinetic term:
The dilaton kinetic term in the supergravity action coming from region I is given by:

SIΦ = 4Lx
16π GN

∫ ls
ϵ

UT

dU
∫ tR

tR+2U∗(U)
dv
√
−ge−2(Φ−Φ0)gµν∂µΦ∂νΦ

= Lxk
5
2λ2

2π GN

∫ ls
ϵ

UT

dU

(
U5

(kλU2 + 1)2 −
U3U2

T

(kλU2 + 1)2

)(∫ ls
ϵ

U
dU ′
√
λkU ′2 + 1

(U ′2 − U2
T )

)
.

(3.72)

The contribution from the region III is same is that of region I namely SIIIΦ = SIΦ.
The contributions from the region II inside the horizon in this case is

SIIΦ = 4Lxk
3
2 ls

16π GN

∫ UT

0
dUU

(
k2λ2U2 (U2 − U2

T )
l2s (kλU2 + 1)2

)(
tR − tL − 2ls

∫ U

0
dU ′
√
λkU ′2 + 1

(U ′2 − U2
T )

)
.

(3.73)

As a check one can see that SIIΦ → 0 as UT → 0 and for late time tR, SIVΦ → 0.
The Kalb-Ramond term:
The contribution to action complexity from the Kalb-Ramond term in region I is given by:

SIH = − Lx
12× 16π GN

∫ ls
ϵ

UT

dU
∫ tR

tR+2U∗(U)
dv
√
−ge−2(Φ−Φ0)H2

= − Lx

4πGN k
3
2

∫ ls/ϵ

UT

dU

U3 f 2

(∫ U

ls
ϵ

dU ′
√
λkU ′2 + 1

(U ′2 − U2
T )

)
.

(3.74)

The contribution from the region II interior to the future horizon is,

SIIH = Lx

8πGN k
3
2 ls

∫ UT

0

dU

U3 f 2

(
tR − tL − 2ls

∫ U

0
dU ′
√
λkU ′2 + 1

(U ′2 − U2
T )

)
. (3.75)

Again, predictably this inside horizon contribution vanishes in the zero temperature limit. Fi-
nally, the contribution from region III is identical to that of region I SIIIH = SIH . For large tR,
SIVH → 0.

GHY term for the null boundaries of the WdW patch

Let’s first consider the right boundaries of the null WdW patch defined by the equations

v = tR (future) & v − 2U∗ = tR (past) , (3.76)

where U∗ is the tortoise coordinate for the outside horizon region (region I) (3.66). In region I,
these two null boundaries can be combined and deformed into a continuous timelike surface de-
fined by equation

(t− tR)2

kl2s
− (1 + ε)A2(U) = 0 , where A(U) =

∫ U

ls/ϵ
dU ′

√
f(U ′)

U ′f1(U ′) . (3.77)
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where ε is the deformation parameter which when sent to zero, takes the above timelike surface
into a pair of null surfaces.10 Note that by definition, A(U) < 0. Let us denote this surface by Γ.
The induced metric on the deformation surface Γ is given by

ds2 = −ε kl
2
s

f1U2dU
2 + dx2

f
. (3.78)

Hence,

dx dU
√
−γ e−2(Φ−Φ0) =

√
εk3/2lsdx dU U

√
f

f1
(3.79)

where γ denotes the determinant of the induced metric on the surface Γ. Next, we compute the
trace of the extrinsic curvature of the surface (3.77). The components of the unit outward normal
are

nt = − t− tR
√
k ls

√
(1 + ε)2 A2 − (t−tR)2

kl2s

√
f

f1
,

nU = − (1 + ε)U A
√
k ls

√
(1 + ε)2 A2 − (t−tR)2

kl2s

√
f1 ,

nx = 0 .

(3.80)

Using the above information one can write

(
K − 4nU∂UΦ

)∣∣∣
Γ

= 21 + 2λkU2

1 + λkU2

√
f1√

k ls
√
ε

+ 1√
k ls
√
ε

1√
f1

U2
T

U2 . (3.81)

Thus the GHY term contribution from the right null boundary in region I is given by

S∂WdWI
GHY = 1

8πGN

∫
d2X

√
−γ e−2(Φ−Φ0)

(
K − 4nU∂UΦ

)∣∣∣
Γ

= Lx k

4πGN

∫ ls/ϵ

UT

dU U
2λ+ 1

kU2√
f

+ Lx k

8πGN

U2
T

∫ ls/ϵ

UT

dU

√
f

Uf1
.

(3.82)

Evidently, when one sets UT = 0, this reduces precisely to the GHY contribution for the zero
temperature case for the right null boundary of WdW patch (4.111), One can exactly evaluate
the integral (3.82) to obtain

S∂WdWI
GHY = Lx k

4πGN

(√
λ
l2s
ϵ2 + 1

2k
√
λ
− U2

T

√
f (UT )

)

+ Lx k

8πGN

U2
T

(√
λ ln

(
2
√
λkls
ϵ

)
+
√
f (UT ) ln

(√
1 + λkU2

T −
√
λkUT

))

− Lx k

8πGN

U2
T

√λ sinh−1
(√

λkUT
)
−

√
f (UT )

2 lim
U→U+

T

ln
(

2UT (1 + λkU2
T )

U − UT

) .

(3.83)

10This “null-to-timelike” deformation parameter ε is in principle independent of the UV regulator ϵ, but can be
chosen, without inconsistency to be equal to ϵ (see [75]).
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Next, we evaluate the GHY contribution from the part of the right null boundary of the WdW
patch from within the horizon in region II. In this case it is simpler to work with the deformed
timelike surface

tR − t = (1− δ)
√
k ls B(u) , where B(u) ≡

∫ U

0

dU ′
√
f(U ′)

U ′ (−f1(U ′)) . (3.84)

The induced metric on the right null boundary of the WdW patch is

ds2 = −2δ kl2s
U2 (−f1)

dU2 + dx2

f
. (3.85)

The unit outward normal is given by

nt = 1√
2δ

√
f

−f1
, nU = (1− δ)√

2δ
U
√
−f1√
k ls

, nx = 0 . (3.86)

The full integrand of the GHY term is

K − 4nL∂LΦ = 1√
2δ
√
k ls

(
− 1√
−f1

U2
T

U2 + 2
(

1 + 2λkU2

1 + λkU2

)√
−f1

)
. (3.87)

Thus, the GHY term contribution from the right null boundary of the WdW patch in region II is

S∂WdWRII
GHY = 1

8πGN

∫
d2X

√
−γ

(
K − 4nL∂LΦ

)

= − Lxk

8πGN

U2
T


√
f(UT )

2 lim
U→U−

T

ln
(
UT (1 + λkU2

T )
UT − U

)
−
√
λ sinh−1

(√
λkUT

)
+ Lxk

4πGN

U2
T

√
f(UT ) . (3.88)

Thus summing the contributions from both outside and inside the horizon, (3.83) and (3.88) we
obtain the GHY type contributions to action from the right null boundary of the WdW patch as

S∂WdWR
GHY = Lx k

8πGN

U2
T

(√
λ ln

(
2
√
λkls
ϵ

)
+
√
f (UT ) ln

(√
1 + λkU2

T −
√
λkUT

))

+ Lx k

4πGN

(√
λ
l2s
ϵ2 + 1

2k
√
λ

)
.

(3.89)

Joint contributions for the intersection of null boundaries of WdW patch

Here we compute the contribution to the action (complexity) supported on the joint or edge along
which the null boundaries of the WdW patch intersects. The future boundaries of the WdW patch
are along the inner horizon, U = 0 (refer to figure 3.5). Since we have deformed the null bound-
aries of the WdW to timelike and we take the null limit only at the very end, we are considering
a joint of two timelike surfaces along U = 0. The right future null boundary has been deformed
to a timelike surface (3.87) with the unit outward normal given in (3.86). Analogously the left
future null boundary of the WdW patch, namely, t− tL = U∗ can be deformed to timelike,

t− tL = (1− δ)
√
klsB(U) (3.90)
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where B(U) has already been defined in eq. (3.87). The unit outward normal for this timelike
deformed boundary is,

n̄t = 1√
2δ

√
−f1

f
, n̄U = −1− δ√

2δ

√
kls

U
√
−f1

, n̄x = 0. (3.91)

From the expression of the unit outward normals (3.86) and (3.91), it is evident that, n.n̄ = 1 and
hence

ln |n.n̄| = 0. (3.92)
Thus the joint contribution (evaluated in the Einstein frame) vanishes,

SU=0
∩∂WdW = 1

8πGN

∫
dx lim

U→0

(√
g̃xx ln |n.n̄|

)
= 0. (3.93)

because limU→0
√
g̃xx →

√
kU
g2

s
. Here g̃ denotes the Einstein frame metric, g̃ = e−4(Φ−Φ0)g.

Full Action complexity at finite temperature

Thus the full action complexity for the finite temperature case in the late time limit, is given by
gathering together contributions from regions I, II,&III (with the contributions from region III
being identical to those from region I),

CA = 1
πℏ

(
2SIR + SIIR + 2SIΛ + SIIΛ + 2SIΦ + SIIΦ + 2SIH + SIIH + S∂WdWR

GHY + S∂WdWL
GHY + SU=0

∩∂WdW

)
.

(3.94)
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Figure 3.6: CA(ϵ/βH) vs ϵ/βH at finite temperature (Tbh/TH = 0.1).

Figure 3.6 shows the plot of action complexity at finite temperature as a function of ϵ/βH . As
in the case of zero temperature, the action complexity monotonically decreases from the UV to
the IR. In Appendix A we have performed the asymptotic analysis of the action complexity term
by term perturbatively in finite temperature up to second order O (U2

T ) to extract the UV di-
vergence structure. Turning on a finite temperature doesn’t give rise to new exotic temperature
dependent divergences (at least up to second order in U2

T ) that go away in the zero temperature
limit at least up to second order in UT . This is perhaps expected from the physical insight that
the finite temperature introduces a horizon deep inside but does not change the asymptotic struc-
ture of the geometry and hence no new UV divergences are not expected to appear at finite tem-
perature.
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3.5 Discussion & Outlook
In this chapter, we studied string theory in the background that interpolates between AdS3 in the
IR to flat spacetime with a linear dilaton in the UV both at zero (4.6) and at finite temperature
(3.8). We studied holographic complexity using the CV and CA conjecture in this background
and investigated the effects of non-locality of LST through the lenses of holographic complexity.
Here is a summary of our findings:

• At zero temperature, both the volume and action complexities are UV divergent and hence
manifestly regulator dependent. In the regime where the UV cutoff (lattice spacing) is shorter
than the Hagedorn scale of the LST, the leading piece diverges quadratically with the UV
cutoff (4.43). We identify this quadratic divergence as the characteristic signature of non-
local nature of the LST. Modulo an overall factor ambiguity (which is well known in the
literature) the leading divergences for both complexities (volume and action) agree and have
the same sign.

• There are subleading logarithmic divergences in both volume complexity (4.43) and action
complexity expressions (6.2) which have the same magnitude but differ in sign. The uni-
versal coefficient (4.45) of this log divergent term can be interpreted as the total number of
degrees of freedom in the LST with the Hagedorn scale, βH treated as the lattice spacing.

• In the opposite regime, when the UV cutoff is much larger than the Hagedorn scale, the
volume complexity expression expectedly reduces to that of a local field theory having lin-
ear divergence (corresponding to a single spatial dimension) (4.44). In fact this expression
matches that of a CFT with the central charge equal to the Brown-Henneaux expression
derived from a pure AdS3 calculation. Similarly, in this limit the action complexity too re-
produces the expected pure AdS3 answer (4.114) [74, 73].

• At finite temperature we computed the action complexity since it can be computed exactly
(numerically) without any approximations. The finite temperature complexity displays the
same qualitative features as that of the zero temperature case, in particular it monotoni-
cally decrease with ϵ/βH . We do not find any new exotic divergences at finite temperature
compared to the zero temperature case, at least perturbatively up to second order in finite
temperature corrections.

The leading divergence of both the volume and the action complexity, at short distances, goes
as inverse of the square of the short distance cutoff scale ( CV,A ∼ 1/ϵ2). A striking feature of
the above fact is that LST visualized as a six-dimensional theory on NS5/M5 in type IIA/M-
theory, will also exhibit the same quadratic (leading) and logarithmic (subleading) divergences.
This is due to the fact that the two-dimensional LST we are interested in can be thought of as a
T 4 compactification of the six-dimensional LST. Such a six dimensional LST (in type IIA theory)
flows to a fixed point in the IR, the so called six-dimensional (2, 0) SCFT. The complexity of this
SCFT6 (unlike CFT2/SCFT2) has a leading divergence that goes like V5/ϵ

5 [73, 74] (as opposed
to 1/ϵ in the case of CFT2), where V5 is the five dimensional spacial volume of the manifold on
which the CFT6 lives . For ϵ/βH ≪ 1, the sub-leading divergence in both complexities (volume
and action) turn out to be a log term. Once again, the presence of the log term is another signa-
ture of non-locality. In fact the absolute value of the log term can be considered as an effective
number of degrees of freedom, cLx/βH of the system provided we treat βH as the lattice spacing
of the theory. It would be interesting to understand a precise relationship between the coefficient
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of the log term and the regularized11 degrees of freedom of LST. The coefficient of the log term
comes with opposite signs in the volume and action complexity. It would also be nice to have a
more physical understanding of this discrepancy.
The analysis of holographic Wilson loop [104], holographic entanglement entropy [103, 128, 129,
106] and thermodynamics [105, 119] in M3 naturally reveals the non-locality scale through some
pathologies in the physical observables. For example, the free energy and the entropic c-function
diverges as the RG scale approaches the non-locality scale of LST. The partition function in the
thermodynamic limit develops a branch cut singularity as the temperature approaches the Hage-
dorn temperature of LST. In our analysis of holographic complexity, we didn’t come across such
pathologies. We believe that such a pathology will be encountered in the analysis of subregion
complexity. It would be interesting to do the exercise of subregion complexity to verify this fact.
Recently, some progress has been made in understanding a solvable irrelevant deformation of a
CFT2 by a Lorentz symmetry breaking operator that goes in the name of JT̄ deformation [130,
115]. Single trace JT̄ deformation has been studied in [115, 131] with further generalizations
studied in [114, 124]. It would be interesting to understand the holographic complexity in these
more general setups. Since the presence of JT̄ deformation breaks Lorentz invariance, it would
be interesting to understand its effect on volume and action complexity. This comprises of our
aim in the next chapter, where we try to quantify the additional effects of lorentz violation in the
divergence structure of the complexity.

11We call it “regularized” degrees of freedom because the actual number of degrees of freedom of LST is infinite
[127, 103].
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Chapter 4

Holographic Complexity of LST and
Single Trace T T̄ , JT̄ and T J̄
Deformations

4.1 Introduction
In a previous chapter constituting the content of [132] we focused our attention on the decoupled
regime of the theory of a stack of large number (k ≫ 1) of NS5 branes wrapping T 4 × S1, the so
called Little String theory (LST) in 1 + 1 dimensions. This system is unlike the theory of a stack
of Dp branes, since the worldvolume theory living on the NS5 branes decouples from the bulk at
finite value of the string length ls =

√
α′. This implies that this decoupled theory, namely LST

living on the NS5 branes, still retains stringy nonlocality and is not a local quantum field theory.
In fact this decoupled theory living on the NS5 branes is to some extent intermediate between
string theory (which is nonlocal theory containing massless gravitons) and a local QFT. The dual
holographic background is then obtained by taking the near horizon geometry of the NS5 branes
- it is a metrically flat spacetime with a linear dilaton R1,1 × Rϕ turned on all the way to spa-
tial infinity. Such a holographic duality has been studied quite extensively in the past [97, 98].
Now if one introduces p ≫ 1 F1 strings wrapping a S1 along the NS5 directions, the near horizon
geometry of the F1 strings is given by AdS3. Thus the full geometry interpolates between AdS3
in the IR (which corresponds to the near horizon geometry of the F1 strings) to flat spacetime
with a linear dilaton in the UV (which corresponds to the near horizon geometry of just the NS5
branes). Correspondingly, the boundary field theory interpolates between a local CFT2 dual to
AdS3 in the IR to LST in the UV. The interpolating geometry discussed above is often referred
to in the literature as M3. In the wake of the recent developments in the subject of T T̄ deforma-
tion [99, 100], it was proposed in [101] that there exists an analogous deformation of string the-
ory in AdS3 that shares many properties in common with the double trace T T̄ deformation.This
is often referred to as the single trace T T̄ deformation in the literature which changes the UV
asymptotics of the bulk geometry from AdS3 to flat spacetime with a linear dilaton keeping fix
the IR regime of the geometry. Analysis in [101] shows that the dual background geometry inter-
polates between AdS3 in the IR to flat spacetime with a linear dilaton in the UV. Holography in
this background (often referred to as M3) can be realized as a concrete example of holography in
non-AdS background that is smoothly connected to AdS3. Naturally this non-AdS holography set
up has attracted a lot of attention and there has been a lot of studies where holography has been
exploited to investigate various aspects of nonlocal field theories such as LST which admit gravity
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duals, e.g. [102, 103, 104, 105, 106, 107]. In the previous chapter reporting our recent work [132]
we probed this theory using holographic complexity as a probe. There we computed the volume
and action complexity, both at zero and finite temperature. The complexity expressions contained
imprints of the stringy nonlocality on the UV divergence structure. To be specific, we encoun-
tered quadratic and logarithmic divergences, evidently not to be associated with local field theory
in 1 space dimension (where we expect a linear divergence) when the UV cutoff is smaller than
the (Hagedorn) length scale, βH = 2πls

√
k λ, set by the TT coupling λ). When the UV cutoff is

held larger than the Hagedorn scale, complexity displays a linear UV divergence, much akin to a
local field theory in 1 space dimension. For completeness we computed the holographic complex-
ity at finite temperature as well, however no unanticipated newer type of UV divergences were
encountered in perturbation theory around zero temperature.
The purpose of this chapter is to extend the our work in [132] constituting the content of the last
chapter to a more general linear combination of irrelevant single trace deformations, namely the
single trace TT ,JT and TJ of a CFT2 which contains/involves conserved left (right)-moving cur-
rent J(J). These irrelevant deformations drive the UV theory to nonlocality, in the sense that the
UV is not a local fixed point as the high energy density of states exhibits a exponential Hagedorn
growth [105]. Moreover, the effect of turning on the irrelevant current J(J) couplings is to explic-
itly break Lorentz boost symmetry in the UV. The dual gravity (string) background was intro-
duced in [114, 124] which interpolates between AdS3 in the IR to a linear dilaton background in
the UV. From the string viewpoint, the UV is the near horizon limit of the stack of k NS5 branes
with p F1 strings propagating in the world volume while incorporating NS-NS H-flux along the
world volume directions violating Lorentz boost invariance [114, 115, 131]. Our main motivation
to investigate this set up is to capture the imprint of Lorentz boost symmetry violation in the
holographic complexity, to be specific in the UV divergence structure of holographic complexity.
In particular, we are interested in finding out whether the imprints of Lorentz symmetry viola-
tion and nonlocality on the UV divergence are separate or different kind. Also since the theory
does not respect boost symmetry, we would like to know how the UV divergences in complexity
change as we move from one Lorentz frame to another. Another motivation of the present work
is to study subsystem holographic complexity [133, 134, 73] which we had omitted in our previ-
ous work [132]. Subsystem complexity, just like entanglement entropy of a subsystem’s reduced
density matrix is expected to display phase transitions as the subsystem size is tuned. In partic-
ular, in the work [106], which looked at entanglement entropy of this system, namely the TT ,JT
and TJ deformed CFT2, entanglement entropy undergoes a (Hagedorn) phase transition when
the subsystem size is tuned to a critical spatial size determined by the strength of the irrelevant
couplings.
The plan of the chapter is as follows. In section 4.2, we give a briefly recap aspects of string the-
ory in AdS3, its single trace TT , JT , TJ deformations and highlight interesting features of LST
for the sake of completeness. We also review some features of the dual holographic background
(bulk). In this regard we would like to point out that one may work with either a 3+1-dimensional
bulk as was done in the works on entanglement entropy [106], or equivalently one can perform a
KK reduction on the y circle fiber and work with an effective bulk background in 2+1 dimensions
[114]. Here we take the second approach because it affords us performing immediate compari-
son or checks with our previous work [132] at every step. In section 4.3, we set out to compute
the holographic complexity of the TT , JT , TJ deformed CFT2 by implementing the CV prescrip-
tion1 in two distinct (boundary) Lorentz frames, which we dub as the stationary frame and static

1Actually we used a generalized prescription of the volume complexity put forth in our previous work [132] in
the string frame since a non-trivial dilaton field turned on in the bulk, and this modification is necessary to get the
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frame (for reasons which will become obvious), related to each other by a Lorentz boost. In either
frame, the volume complexity diverges quadratically with a subleading logarithmic divergence.
However, anticipated, due to lack of boost symmetry, the coefficients of the quadratic and loga-
rithmic divergence differ in the two frames (and even the finite piece differs). We find that the
Lorentz violation effects (governed by the parameter ϵ±) and nonlocality effects (governed by the
parameter λ) are inextricably linked - the UV divergence structure depends on a single parame-
ter, namely µ = λ − (ϵ+ + ϵ−)2 in the stationary frame, and the parameter λ′ ≡ λ − 4ϵ+ϵ− in
the static frame. There is no way to cleanly separate the effects of nonlocality and Lorentz boost
asymmetry. This is perhaps mildly disappointing since our hope was to be able to see the effects
of nonlocality and Lorentz violation in separate or independent UV divergence structures. These
results are consistent with the results obtained in the previous chapter [132] - setting ϵ± = 0 re-
produces the volume complexity of the LST dual to the M3 geometry. The quadratic and loga-
rithmic divergences of the volume complexity immediately reveals the nonlocal nature of the dual
field theory (LST) as for a local theory the complexity is expected to scale with volume V (here
length) and hence should diverge as lattice cell volume inverse V/ϵd. In either frames, the non-
locality scale is set by the respective Hagedorn length ρH ∝

√
kµ ls in the stationary frame and

β′
H ∝

√
k λ′ ls in the static frame. When the lattice spacing is larger than the Hagedorn length

scales in the respective frame (ϵ ≫ ρH or ϵ ≫ β′
H), the complexity expression reduces to that

of a local field theory with a linear divergence (volume scaling). However if the lattice spacing
is shorter than the Hagedorn length scale ϵ ≪ ρH , or ϵ ≪ λ′

H , stringy physics takes over and
the theory departs from behaving like a local field theory. Finally we note that the logarithmic
divergent pieces (subleading divergence) in the complexity expressions in either frame which are
accompanied by a dimensionless universal constant coefficient. This coefficient can be given the
interpretation of the total number of “regularized/effective” degrees of freedom in the spacetime
theory in the nonlocal stringy regime as opposed to the true degrees of freedom of LST which
naively diverges [127, 103]. Next in Sec. 4.4, we proceed to evaluate the subregion complexity, in
both the stationary and static frames. The exact results for subregion complexity are obtained
numerically, and the results are displayed graphically, subregion complexity plotted as function
of the subregion size, CV vs L for several different choices of the set of parameters λ, ϵ±. In ei-
ther frame, the plots clearly show the Hagedorn phase transition - at a critical subregion size,
Lc = π

√
kλλ′ls

2√
µ

in the stationary frame and L′
c = 1

2π
√
kλls in the static frame. For subregion sizes

larger than the critical size, the subregion complexity grows linearly with subregion size (length),
characteristic of a CFT2 while for subregion sizes lower than the critical subregion length, sub-
region complexity grows quadratically with subsystem size (length), which is more like a nonlo-
cal LST. The reason we identify this transition as the Hagedorn transition because the critical
length, read off from the numerics (plot), is identical to the phase transition point of entangle-
ment entropy [106]! The fact that the critical length is different in the two frames related by a
Lorentz boost simply reflects the boost asymmetry of the LST. In Sec. 4.7 we explore a very in-
teresting special point in the parameter space of the couplings, namely when λ = ϵ+ = 0 (or
λ = ϵ− = 0) which is dual to the null warped AdS3 geometry (with nonvanishing dilaton and
NS-NS B field). Although this might appear to be a slight digression, we explore this case since
this falls under the same broader umbrella of sting theory in AdS3. Since this limit is singular,
instead of naively taking this limit in the final complexity expression of the general case, and
redo some of the intermediate steps. The complexity is only well defined (real) when the UV cut

correct powers of GN . Similar considerations led the authors in [126] to a generalization of the Ryu-Takayanagi
formula for holographic entanglement entropy for bulk backgrounds supporting a non-trivial dilation in the string
frame.
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off is restricted ϵ ≤
√
kϵ−ls, a trait which lends support to the claims in the literature that the

null warped AdS3 spacetime is the holographic dual to field theory which does not possess a UV
completion. For the null WAdS3, the UV divergence structure is also special, one obtains UV di-
vergences to all orders! In other words the complexity is not an analytic function of the UV cut
off. This alludes to the fact that the boundary theory is highly nonlocal (and does not possess
boost symmetry either). We also compute the subregion complexity numerically for a bound-
ary interval of length, L and present our results graphically via subregion CV vs L plot in Fig.
4.5 for a (allowable) range of the warping parameter ϵ−. The subregion complexity monotoni-
cally increases with the subregion size and approaches the subregion complexity of a CFT2 (i.e.
pure AdS3 linear regime) as L is progressively increased. However, unlike what we found for the
case of general values of the couplings λ, ϵ±, there is no Hagedorn like phase transition. These re-
sults were obtained in the stationary frame, and there is no static frame for this case since the
associated boost transformation which takes one from the stationary to static frame, becomes
singular. Next, in Sec. 4.6 we set out to compute the action complexity for the LST (i.e. the
TT , JT , TJ deformed CFT2). Here we realize that the construction of null surfaces bounding
the so called Wheeler-de Witt (WdW) patch is simplest in the boosted frame in the boundary
since it leads to a static metric in the bulk. So we exclusively stick to this coordinate system for
the entire section/calculation. We leave the construction of lightsheets as sociated with the WdW
patch and the subsequent evaluation of the action-complexity for the stationary frame for future
work. While computing the WdW we are confronted with a choice, either to the use the 3 + 1-
d bulk geometry or to work with the 2 + 1-d bulk geometry by dimensionally reducing over the
y-fiber. Although we present the calculation performed in the dimensionally reduced 2 + 1-d set
up, pleasantly the action complexities obtained using the 3 + 1-d and 2 + 1-d bulk actions agree
provided we retain the total derivative terms in the lower dimensional action one gets while per-
forming a dimensional reduction. Usually such total derivative terms are omitted from the dimen-
sionally reduced action as they do not contribute to the equations of motion, but they do con-
tribute to (action) complexity. The action complexity results display the exact same divergence
structures, quadratic and logarithm when ϵ ≪ β′

H . Modulo an overall constant (courtesy the am-
biguity in the choice of the “characteristic length-scale of the geometry” in the definition of the
volume complexity), the leading quadratic divergence piece matches for both the volume and ac-
tion complexities. However we find that the subleading logarithmic divergence, while having the
same magnitude in both prescriptions, differs by a sign in the volume and action complexity ex-
pressions. This is not a total surprise. Past studies have revealed that the coefficients of the sub-
leading divergent pieces might be different [75] hinting to the fact that the two bulk/holographic
prescriptions of complexity might actually correspond to different schemes of defining complex-
ity in the boundary field theory. These are also consistent with the results of our previous paper
[132] constituting the content of the previous chapter. As a final check, we extract the behavior
of the action complexity in the deep IR limit (i.e. ϵ ≫ β′

H) where it indeed reproduces the pure
AdS3 or CFT2 vacuum state complexity [74, 73] (for both prescriptions). In Sec. 4.7, we revisit
the null Warped AdS3 background (with dilaton and B-field) located at point in the coupling
space, λ = ϵ+ = 0 and compute the action complexity of dual WCFT2 using this bulk back-
ground. As remarked before, the static frame does not exist for this case, on cannot obtain the
results by simply plugging λ = ϵ+ = 0 in the results of Sec. 4.6. We to tackle the calculation in
the stationary frame itself where the construction of the WdW patch boundaries is more compli-
cated than for a static geometry (but far simpler than that for the more general λ, ϵ+ ̸= 0 case).
We find that the action complexity null warped AdS3 vanishes! We believe this is purely a dimen-
sional accident, the action complexity for pure AdSd+1 analogously vanishes [74, 132] due to an
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overall factor of (d − 2). Finally, in section 4.8 we conclude by discussing our results and pro-
vide an outlook for future work. In the appendices, we gather some results for ready references in
the main sections. In Appendix B we recap the sigma model with the TT , JT , TJ deformations
and the 4d target spacetime which follows and work out the action complexity terms for the 4d
geometry. Next in Appendix B.1 we recap the KK reduction over the y circle fiber following the
conventions of [114], and obtain the dimensionally reduced 3d metric, Dilaton, B-field and KK
scalar and KK gauge fields (the KK gauge fields obtained after reducing the 4d NS-NS B-field
were missing in [114]. Subsequently we demonstrate the action complexity integrals for the 3d
background work out to be the same as those from the 4d background worked out in the previous
section provided we retain the total derivative terms in the 3d action. In Appendix B.2 we com-
pute the new GHY term contribution as a result of keeping the total derivative term in the 3d
lagrangian (action) and the net GHY contribution. In Appendix B.3 we compute the holographic
entanglement entropy for the WCFT dual to null warped AdS3, for a boundary interval of size
L, thereby closing a gap in the literature. For null WCFT we find that the entanglement entropy
is log divergent, just like that of an local CFT2, but the coefficient of the log divergence (central
charge) now depends on the warping parameter.
For other interesting works on complexity in the context of double trace T T̄ deformed CFT see
[108, 109, 110].

4.2 Review of string theory in AdS3, single trace T T̄ and
LST

We first consider critical superstring background AdS3 ×M, with M being a compact seven di-
mensional spacelike manifold, which preserves N ≥ 2 supersymmetry. A classic example of this
kind of a set up consists of type II strings on AdS3 × S3 × T 4 preserving (4, 4) supersymmetry.
The worldsheet theory of strings propagating in AdS3 with NS-NS fluxes switched on but R-R
fluxes turned off is a WZW nonlinear sigma model of the noncompact group manifold SL(2,R).
The worldsheet theory is symmetric under the holomorphic (left moving) and antiholomorphic
(right moving) components of sl(2,R) current algebra with level k. The AdS radius , RAdS, is re-
lated to the level of the current algebra by the relation RAdS =

√
kls, ls =

√
α′ being the string

length.
According to the AdS/CFT correspondence, string theory on (asymptotically) AdS3 is dual to a
two-dimensional CFT living on the conformal boundary of AdS3. For supergravity approximation
to be valid, we will have to work in the parameter regime k ≫ 1. In the presence of the NS-NS
three form H-flux, the spacetime theory has the following properties:

1. The spacetime theory has a normalizable SL(2,C) invariant vacuum state:

• The NS vacuum, which corresponds to global AdS3 as the bulk.
• The R vacuum, that corresponds to massless spinless (M = J = 0) BTZ as the bulk.

2. The NS sector consists of a sequence of discrete states coming from the discrete series repre-
sentation of SL(2,R) followed by a continuum of long strings. The continuum starts above
a gap of order k

2 [111].

3. The R-sector states contain a continuum above a gap of order 1
k
. Here the fate of the dis-

crete series states is unclear.
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In the discussion that follows, we focus exclusively on the long strings of the R-sector.
In [112], it was argued, that for string theory on AdS3×M, the theory supported on a single long
string is described by a sigma model on

M(L)
6k = Rϕ ×M , (4.1)

with central charge 6k. The theory on Rϕ has a dilaton field Φ that is linear in the coordinate ϕ
with a slope given by

Q(L) = (k − 1)
√

2
k
. (4.2)

Thus the theory on the long string worldsheet has an effective interaction strength given by exp
(
Q(L)ϕ

)
and as a result the dynamics of the long strings becomes strongly coupled as they approach spa-
tial infinity (boundary). But there is a wide range of positions on the radial direction where the
long strings are weakly coupled. A natural question that one may ask at this point is: what is
the full boundary theory dual to string theory in AdS3. The answer to that question, for generic
k, is unknown, but there are strong evidences to convince that the theory on the long strings is
described by the symmetric product CFT

(M(L)
6k )p/Sp , (4.3)

where p represents the number of fundamental (F1) strings that form the background.
String theory in AdS3 admits an operator D(x, x̄) [113] (where x and x̄ are coordinates of the
two-dimensional spacetime theory), in the long string sector that has many properties in common
with the T T̄ operator. For example D(x, x̄) is a (2, 2) quasi-primary operator of the spacetime
Virasoro and has the same OPE with the stress tensor as the T T̄ operator. However, there is an
important difference between the T T̄ operator and the operator D(x, x̄): T T̄ is a double trace
whereas D(x, x̄) is single trace.2 In fact

D(x, x̄) =
p∑
i=1

TiT̄i , (4.4)

where TiT̄i can be thought of as the T T̄ operator of the ith block M(L)
6k in the symmetric product

CFT (M(L)
6k )p/Sp. For an elaborate discussion along this line see [114, 115]

Next, consider the deformation of the long string symmetric product by the operator D(x, x̄).
This deforms the ith block CFT M(L)

6k by the operator TiT̄i and is subsequently symmetrized.
Such a deformation is evidently irrelevant and it involves flowing up the renormalization group
(RG) trajectory. This D(x, x̄) deformation of the spacetime theory translates to turning on the
worldsheet a truly marginal deformation:∫

(M(L)
6k

)p/Sp

d2xD(x, x̄) ∼
∫

Σ
d2zJ−

SLJ̄
−
SL , (4.5)

where z, z̄ are the complex coordinates of the worldsheet Riemann surface Σ, J−
SL and J̄−

SL are
respectively the left and right moving null sl(2,R) currents of the worldsheet theory.

2Here single trace refers to the fact that D(x, x̄) can be expressed as a single integral over the worldsheet of
a certain worldsheet vertex operator. The operator T T̄ on the other hand is double trace because it can be ex-
pressed as a product of two single trace operators in the sense just described.
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The above current-anti-current deformation of the worldsheet σ−model is exactly solvable, and
standard worldsheet techniques yield the metric (in string frame), dilaton and the B-field as [116,
117]

ds2 = f−1(−dt2 + dx2) + kl2s
dU2

U2 ,

e2Φ = g2
s

kU2f
−1 ,

dB = 2i
k3/2 ls U2f

−1ϵ3 ,

(4.6)

where f = λ + 1
kU2 , λ is the dimensionless coupling 3 of the marginal worldsheet deformation

and gs is the asymptotic string coupling in AdS3 with g2
s = e2Φ(U→0) ≡ e2Φ0 . This background is

popularly known as M3. The background M3 (4.6) interpolates between AdS3 in the IR ( U ≪
1/
√
kλ) to flat spacetime with a linear dilaton, R1,1 × Rϕ in the UV ( U ≫ 1/

√
kλ). The coupling

λ sets the scale at which the transition happens.
The deformed sigma model background (4.6) can also be obtained as a solution to the equations
of the motion of three dimensional supergravity action [118, 107]

S = 1
16πGN

∫
d3X
√
−ge−2(Φ−Φ0)

(
R + 4gµν∂µΦ∂νΦ−

1
12H

2 − 4Λ
)
, (4.7)

where GN is the three-dimensional Newton’s constant in AdS3, gµν is the string frame metric, R
is the Ricci scalar (in string frame), Φ is the dilaton, H = dB is the 3-form flux and Λ is the
cosmological constant.
As an example, the above construction can be realized as follows. Let us consider a stack of k
NS5 branes in flat space wrapping a four dimensional compact manifold ( T 4 or K3). The near
horizon geometry of the stack of k NS5 branes is given by R1,1 × Rϕ with a dilaton that is lin-
ear in the radial coordinate ϕ (where ϕ = log

(√
kU
)
). The string coupling goes to zero near the

boundary ( U → ∞) whereas it grows unboundedly as one goes deep in the bulk ( U → 0).
Next, let’s add p (with p ≫ 1) F1 strings stretched along R1,1. This stabilizes the dilaton and
the string coupling saturates as gs ∼ 1/√p. Thus for large p the string coupling is weak and one
can trust string perturbation theory. The F1 strings modifies the IR geometry ( U ≪ 1/

√
kλ) to

AdS3. The smooth interpolation between R1,1 × Rϕ in the UV to AdS3 in the IR corresponds to
interpolation between near horizon geometry of the NS5 brane system to that of the F1 strings
[119, 107]. The spacetime theory interpolates between a CFT2 with central charge 6kp in the IR
to two-dimensional LST in the UV. The theory is nonlocal in the sense that the short distance
physics is not governed by a fixed point.
LST can be realized as the decoupled theory on the NS5 branes. It has properties that are some-
what intermediate between a local quantum field theory and a full fledged critical string theory.
Unlike a local field theory, at high energy E, LST has a Hagedorn density of states ρ ∼ eβHE

where βH = 2πls
√
kλ. On the other hand, LST has well defined off-shell amplitudes [120] and

upon quantization it doesn’t give rise to massless spin 2 excitation. Both these properties are
very similar to local quantum field theories. For a detailed review of LST see [97, 98].
One can generalize this scenario further by turning on holomorphic and antiholomorphic cur-
rents in the spacetime theory J(x), J(x)) [114, 113]. In that case, parallel to the construction of
D(x, x), one can also construct single trace operators, namely, A(x, x) and A(x, x) of dimension

3Note that without loss of generality, the value of λ can be set to an appropriate value as discussed in [101].
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(1, 2) and (2, 1) respectively [113]. A(x, x) has the same conformal dimension and OPE’s with the
currents as the irrelevant double trace J(x)T (x) operator. Analogously, the single trace marginal
A(x, x) is related to the irrelevant double trace T (x)J(x) operator in the spacetime CFT. In the
symmetric product CFT, one can think of the operator of A,A as

A(x, x) =
p∑
j=1

Jj(x)T j(x); A(x, x) =
p∑
j=1

Tj(x) J j(x). (4.8)

Turning on A,A(x, x), in addition to the D(x, x) operators, in the spacetime corresponds to the
perturbing the worldsheet lagrangian by the following marginal operators,

δLWS = λ J−
SL(z)J−

SL(z) + ϵ+ K(z)J−
SL(z) + ϵ− J

−
SL(z)K(z). (4.9)

One has to strictly consider the positive sign of the coupling λ because only for that sign of the
coupling the spectrum of the deformed theory is real and the theory is unitary.
The worldsheet U(1) currents K(z) and K(z) are associated with left and right-moving momenta
on a S1 in the bulk spacetime labelled by the coordinate y. Such a deformation will lead to the
sigma model action [114],

S(λ, ϵ+, ϵ−) = k

2π

∫
d2z

(
∂ϕ∂ϕ+ h∂γ∂γ + 2ϵ+h√

k
∂y∂γ + 2ϵ−h√

k
∂y∂γ + f−1h

k
∂y∂y

)
(4.10)

where f−1 = λ+ e−2ϕ, h−1 = λ− 4ϵ+ϵ− + e−2ϕ. This corresponds to the 4d background [114],

ds2

ls
2 = kh

(
dγ + 2ϵ−√

k
dy

)(
dγ + 2ϵ+√

k
dy

)
+ kdϕ2 + dy2 (4.11)

with a dilaton
e2Φ = g2

se
−2ϕh, (4.12)

and a NS-NS B-field,

Bγγ̄ = −hk2 , Byγ = −Bγy = ϵ+h
√
k, Byγ = −Bγy = −ϵ−h

√
k (4.13)

See Appendix ?? for some of the details omitted here.

4.2.1 The Holographic 2 + 1-d background
Upon performing a KK reduction along the y-circle [114], target space NS-NS sector background
described by the 3d metric

ds2 = kl2s
h(ϕ)
f(ϕ)dϕ2 + kl2s

h(ϕ)2

f(ϕ) dγdγ̄ − kl
2
sh(ϕ)2(ϵ+dγ + ϵ−dγ̄)2, (4.14)

and the dilaton, Φ and a 2-form gauge field H background4,

e2Φ = g2
se

−2ϕ
√
f(ϕ)h(ϕ), Bγγ̄ = kh(U)l2s

2 . (4.15)

4In addition there are U(1) gauge fields originating from the KK reduction of the 4d metric and 4d B-field,
refer to Appendix B.1 for the full list.
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The functions h, f are defined by

h(ϕ) = 1
λ− 4ϵ+ϵ− + e−2ϕ , f(ϕ) = 1

λ+ e−2ϕ , (4.16)

where λ, ϵ± are the irrelevant dimensionless couplings for T T̄ , JT̄ , & J̄T deformations respec-
tively. Here ϕ is the radial coordinate while the γ, γ are lightlike coordinates parallel to the bound-
ary. In this work we will work instead with the following coordinates,

eϕ =
√
kU, x =

√
kls
2 (γ + γ̄), t =

√
kls
2 (γ − γ̄)

Thus, U is the radial coordinate (RG scale) while t, x are boundary time and space coordinate. In
terms of these new coordinates metric reads,

ds2 = h(U)
f(U)

kl2s dU2

U2 − h(U)
(
1 + f(U)(ϵ+ − ϵ−)2

)
dt2

− 2h(U) f(U) (ϵ2
+ − ϵ2

−)) dtdx+ h(U)
(
1− f(U)(ϵ+ + ϵ−)2

)
dx2

. (4.17)

while the dilaton and the Kalb-Ramond field are given by,

e2Φ = g2
s√

(kλU2 + 1) (kU2 (λ− 4ϵ−ϵ+) + 1)
, dB = 2h(U)

k3/2lsU2
√

1− 4ϵ+ϵ−f(U)
ϵ3. (4.18)

Here we have,

h(U) = kU2

1 + (λ− 4ϵ+ϵ−)kU2 , f(U) = kU2

1 + λkU2 ,

(We notice that if we replace λ→ λ′ = λ− 4ϵ+ϵ−, then f(U)→ h(U). This fact will be put to use
in the calculations to follow in the coming sections). This background interpolates between AdS3
in the IR to linear dilaton flat spacetime in the UV. In the dual sense this geometry represents an
integrable RG flow connecting a Lorentz invariant local CFT (fixed point) in the IR to a Lorentz
violating nonlocal theory in the UV, namely a deformed little string theory (LST).

4.3 Holographic Volume Complexity
In this section we compute the computational complexity of the LST deformed by irrelevant sin-
gle trace JT̄ and T J̄ deformation using holography, in particular, the Complexity-Volume (CV)
[48] prescription. Computational complexity like entanglement entropy, is a manifestly UV-divergent
quantity, and for ordinary quantum field theories the UV divergence structure of computational
complexity is rigidly constrained [73, 74]. In this section we reveal the UV-divergences which
might arise in a nonlocal and lorentz violating field theory, such as two-dimensional CFT de-
formed by single trace JT̄ and T J̄ and compare and contrast them with those arising in a lorentz
invariant local quantum field theory ( a CFT2). The volume complexity prescription computes
the complexity of the dual boundary theory in terms of the volume of a maximal volume space-
like slice, Σ,

CV = VΣ

GN L
, with VΣ =

∫
Σ
dD−1x

√
γΣ , (4.19)
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where γµν is the pullback metric on the maximal volume slice. As mentioned before, L represents
a suitable characteristic scale of the geometry. Here, we are working in the string frame with a
non-trivial dilaton background and the volume complexity proposal needs to be generalized. The
appropriate generalization is given by [126],

CV = ṼΣ

κ2
0 L

, with ṼΣ =
∫

Σ
dD−1x e−2(Φ−Φ∞)√γΣ . (4.20)

One can check that this generalization furnishes the correct powers of GN
5 in the denominator

using the string convention, κ2
0e

−2(Φ∞−Φ0) = 8πGN where eΦ∞ is the flat space string coupling and
eΦ0 is the string coupling of AdS3. In anticipation of the fact that the dual boundary field theory
is Lorentz violating, we compute the volume complexity in two different Lorentz frames and the
comparison is drawn between the results.

4.3.1 Volume Complexity in stationary coordinates (x, t)
We specify the a spacelike hypersurface by the condition, t = t(U), ∀x. The pullback of the ambi-
ent metric in the so called stationary coordinates (4.17) on the hypersurface becomes:

ds2
Σ =

(
kl2s
U2 − h(U)(1 + f(U)(ϵ+ − ϵ−)2)t′(U)2

)
dU2 − 2h(U)f(U)(ϵ2

+ − ϵ2
−))t′(U)dUdx

+ h(U)(1− f(U)(ϵ+ + ϵ−)2)dx2. (4.21)

The general form of the volume of any hypersurface in string frame with appropriate inclusion of
the dilaton factors in the integral measure is,

VΣ(t∗) = e2(Φ∞−Φ0)
∫
dx dU e−2(Φ−Φ0)√γΣ,

= klsLx
e−2(Φ∞−Φ0)

∫ ∞

0
dU

√
1 + kµU2

√√√√1− t′(U)2U4

l2s (1 + kµU2) .

where, Lx is the IR cutoff of the boundary LST and we have defined

µ := λ− (ϵ− + ϵ+) 2 (4.22)

for later convenience. To find the maximal volume one needs to extremize this volume functional.
The corresponding Euler-Lagrange equation is,

−Ul2st′′(U)
(
1 + kµU2

)
+ l2st

′(U)
(
3kµU2 + 4

)
− 2U4t′(U)3 = 0. (4.23)

To solve this nonlinear differential equation perturbatively, we employ the near boundary power
series expansion of the form

t(U) = T + a

U
+ b

U2 + c

U3 + d

U4 + .... (4.24)

Plugging this “large U” expansion in the Euler Lagrange equation and solving iteratively in pow-
ers of U−1 we get all coefficients to vanish, a = b = c = d = . . . = 0. With this knowledge, the
volume VΣ of the maximal slice turns out to be:

VΣ(t∗) = klsLx
e−2(Φ∞−Φ0)

∫
dU
√

1 + kU2µ. (4.25)

5See [126] for a similar prescription for the Ryu-Takayanagi formula for the entanglement entropy
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Therefore by (4.19), the volume complexity turns out to be

CV ≡
VΣ(t∗)
κ2

0 L
= k ls Lx

GN L

 ls2ϵ
√

1 + k µ l2s
ϵ2 +

sinh−1
(√

k µ ls

ϵ

)
2
√
k µ

 . (4.26)

Note that by convention the length scale L appearing here is the characteristic length scale asso-
ciated with the geometry. Comparison with results from action complexity helps us resolve this
ambiguity L = ℓ =

√
k ls, the AdS radius, and the volume complexity is after evaluating the

integral is

CV (T ) = cLx
3ϵ

√
3ρ2

H

4π2ϵ2 + 1 + 2πcLx
3
√

3γH
sinh−1

(√
3ρH

2πϵ

)
,

= cLx
3ρH

ρH
ϵ

√
1 + 3ρ2

H

4π2ϵ2 + 2π√
3

sinh−1
(√

3ρH
2πϵ

) . (4.27)

Here as before, ϵ is the UV cutoff required to regularize the divergent integral by placing the
boundary at U = ls

ϵ
and c = 3

√
kls

2GN
is the Brown-Hanneaux central charge of the IR CFT2. The

expression in the first line is rewritten in terms of the Hagedorn density of states, ρH [105] in the
second line:

ρH = 2π√
3

√
kµls. (4.28)

We immediately notice that the leading divergence is quadratic followed by a logarithmic diver-
gence. The unexpected quadratic (and logarithmic) divergence is taken to be as the sign of non-
locality and lorentz violation. However it appears that the Lorentz violation effects and nonlocal-
ity effects are combined into a single parameter, namely µ = λ − (ϵ+ + ϵ−)2 and there is no way
to cleanly separate the effects of one from the other. This is perhaps mildly disappointing since
our expectation was to be able to see the effects of nonlocality and Lorentz violation in separate
divergence structures. Also, we see that in order for the notion of complexity to make sense, we
have to restrict µ ≥ 0. This condition is important in ensuring the existence of a smooth dual
gravity background geometry as mentioned in earlier works [106, 124]. As a consistency check we
note that the complexity expression (4.27) smoothly reduces to the previously known M3 expres-
sion as the lorentz violating couplings ϵ± [132] are turned off.
Let’s now examine the behavior of the theory in the two opposite extreme limits. Thinking of
ρH as the distance scale below which non-local and lorentz violating effects kicks in, one of the
interesting limit to study would be the UV limit ϵ/ρH << 1 where the short distance physics is
that of the non-local lorentz violating field theory:

lim
ϵ/ρH→0

CV = cLx√
3ρH

(
ρ2
H

2πϵ2 + π

3 ln
(

3ρ2
H

π2ϵ2

)
+O (ϵ/ρH)

)
. (4.29)

The divergence structure as is evident from this expression, does not match with that of the lorentz
covariant local field theory. For the latter case, the complexity being an extensive quantity count-
ing the degrees of freedom in the field theory is expected to diverge linearly i.e. Lx/ϵ.
Another interesting regime to study is the IR behavior where, ρH/ϵ << 1.

lim
ρH/ϵ→0

CV = 2cLx
3 ϵ . (4.30)
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This expression reproduces the expected result for a local field theory [74] by correctly counting
the total number of degrees of freedom.
In conclusion, we notice that the volume complexity for the LST deformed with Lorentz violating
and nonlocal couplings leads to the exact same divergences which nonlocality by itself would have
produced and we see no distinctive signature of Lorentz violation.

4.3.2 Volume complexity in static (X, T ) coordinates
As alluded to in the introduction, due to the presence of additional irrelevant {ϵ±} couplings,
the field theory is lorentz violating. As a result, the bulk geometry also inherits this character.
Therefore we feel it is instructive to repeat the CV calculation in a different Lorentz frame, namely
the “static coordinate system” obtained after performing the following lorentz boosts on the sta-
tionary coordinate system of the previous section,

X = 1
2√ϵ+ϵ−

((ϵ+ + ϵ−)x+ (ϵ+ − ϵ−)t),

T = 1
2√ϵ+ϵ−

((ϵ+ − ϵ−)x+ (ϵ+ + ϵ−)t), (4.31)

the resulting metric is:

ds2 = kl2s
dU2

U2 − h(U) dT 2 + f(U) dX2. (4.32)

Using CV prescription, the maximal codim-1 surface Σ is required to be given by the equation
T = T (U) with appropriate functional form which extremizes the volume element. Since there are
no crossterms of form dtdX, it is appropriate to refer this as a static coordinate system.
The induced metric is

ds2
Σ ≡ γabdx

adxb,

=
(
kl2s
U2 − h(U)T ′(U)2

)
dU2 + f(U) dX2. (4.33)

In the string frame, the volume of such a spacelike slice anchored at a time T∗ on the boundary
is,

Ṽ (T ) = e2(Φ∞−Φ0)
∫
dx dU e−2(Φ−Φ0)√γΣ,

= k3/2lsLx
e−2(Φ∞−Φ0)

∫ ∞

0
dU

kU2√
f(U)h(U)

√
f(U)

(
kl2s
U2 − h(U)T ′(U)2

)
. (4.34)

Here Lx =
∫
dx is the spatial extent (IR cutoff) of the boundary theory target space and λ′ is defined to

be λ− 4ϵ+ϵ−. Extremizing this volume leads to the following Euler-Lagrange equation:

l2s

(
UT ′′(U)

(
1 + kλ′U2

)
+ T ′(U)

(
3kλ′U2 + 4

))
− 2U4T ′(U)3 = 0. (4.35)

The solution is found by employing series expansion method, lets assume the near boundary expansion
of T (U) of the form:

T (U) = T∗ + a1
U

+ a2
U2 + a3

U3 + . . . . (4.36)
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And plugging back in (4.35) and solving them order by order in 1
U , we obtain the result that all the co-

efficients vanish. Thus the maximal volume slice is T (U) = T∗, a result that can be anticipated from the
time reflection symmetry: T → −T , of the background. Thus, the volume of the maximal volume slice is,

ṼΣ(T ) = k3/2 ls Lx
e−2(Φ∞−Φ0)

∫ ∞

0
dU

U√
h(U)

, (4.37)

= k ls Lx
e−2(Φ∞−Φ0)

∫ ∞

0
dU
√

1 + kU2λ′, (4.38)

which diverges as U →∞. So we impose a UV cutoff at U = ls/ϵ to regulate it. Also, we have defined λ′

to be λ− 4ϵ−ϵ+. The regulated volume is then,

ṼΣ(T ) = k ls Lx
e−2(Φ∞−Φ0)

 ls
2ϵ

√
1 + k λ′ l2s

ϵ2
+

sinh−1
(√

k λ′ ls
ϵ

)
2
√
k λ′

 . (4.39)

As expected, due to time translation symmetry the expression is independent of T∗. Therefore from
(4.20) volume complexity turns out to be

CV ≡
ṼΣ
κ2

0 L
= k ls Lx

GN L

 ls
2ϵ

√
1 + k λ′ l2s

ϵ2
+

sinh−1
(√

k λ′ ls
ϵ

)
2
√
k λ′

 . (4.40)

Again following the remarks of the preceding section, L = ℓ =
√
k ls, the AdS radius and the volume

complexity is thus,

CV = cLx
3β′

H

β′
H

2ϵ

√
4 + β′2

H

π2ϵ2
+ 2π sinh−1

(
β′
H

2πϵ

) , (4.41)

where, β′
H is the inverse Hagedorn temperature

β′
H = 2πls

√
kλ′ . (4.42)

We would like to draw the reader’s attention to the important fact that the holographic volume com-
plexity expression in the static frame (4.41) does not match with that in the stationary frame (4.27).
This is the artifact of the dual field theory being Lorentz violating in nature i.e. the complexity mea-
sured in different frames related by a Lorentz boost transformation do not agree. Similar observation
had also been made in regard to entanglement entropy in [106]. This is indeed gratifying to note. A
comment on the nonlocality and Lorentz violation
Let us recall that β′

H can be thought of the length scale below which nonlocality and Lorentz violation
effects kicks in. Thus, an interesting limits to study would be ϵ/β′

H ≪ 1 where the short distance physics
is that of a nonlocal and Lorentz violating theory. In this limit the volume complexity takes the form

lim
ϵ/β′

H→0
CV = cLx

3β′
H

[
β′2
H

2πϵ2 + 2π log
(
β′
H

πϵ

)
+ π +O

(
ϵ

β′
H

)]
. (4.43)

Evidently the divergence structure of the volume complexity (4.43) does not appear like that of a local
quantum field theory.
For the case of a local quantum field theory, complexity being an extensive quantity should be propor-
tional to the degrees of freedom given by the number of lattice sites ∝ Lx/ϵ scales inversely with the
cutoff ϵ (lattice spacing). The quadratic and logarithmic divergences in (4.43) are a reflection of the fact
that the boundary theory, being a LST, is a nonlocal, Lorentz violating field theory and fittingly a spe-
cial combination of nonlocality and Lorentz violation parameters, namely β′

H , features in the coefficient
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of this quadratic as well as the logarithmic divergences. One can check, that by making the nonlocality
and Lorentz violation vanish in the limit ϵ/β′

H ≫ 1, the volume complexity expression (4.41) indeed
reduces to that of a local field theory,

lim
ϵ/β′

H≫1
CV = 2c

3β′
H

Lx
(ϵ/β′

H) = 2c
3
Lx
ϵ
. (4.44)

This expression of complexity (being proportional to the product of c, the central charge the number
of degrees of freedom per lattice site, and Lx/ϵ, which gives the total number of lattice sites) counts the
total number of degrees of freedom in a local field theory.
This quadratic UV divergence of the LST in 1-space dimensions, i.e. a “hypervolume” divergence is
a fascinating observation. Let compare and contrast it with the divergence structure arising in (holo-
graphic) entanglement entropy (EE). The EE for nonlocal field theories one encounters a similar phe-
nomenon, the RT prescription yields a volume law instead of a perimeter (area) law for a subregion EE,
e.g. see [127, 135, ?, ?] in addition to the LST EE [103]. However, physical understanding of the vol-
ume dependence (divergence) of EE for nonlocal field theories is perhaps intuitively obvious. Given a
subregion, for a local field theory the entangling degrees of freedom are localized on the boundary. Once
the theory becomes nonlocal, the entangling degrees of freedom are not only localized on the boundary
of the subregion but also along direction orthogonal to the boundary, i.e. throughout the volume of the
subregion. Hence the appearance of the volume divergence for EE. However, for the case of complexity
is qualitatively different, it is already a volume law for local field theories, so it is not obvious intuitively
why the “hypervolume” law and in particular why the power of divergence is “volume + 1” instead of
“volume + n” for arbitrary positive integral n. At this point we can only speculate which specific aspect
of nonlocality of LST is captured by the hypervolume divergence: in the strong dilaton region (UV), the
LST effectively behaves like it has grown an extra spatial dimension, much alike IIA string theory which
grows an extra dimension when the dilaton turns strong (strong coupling). This appearance of an ef-
fective extra (noncompact) spatial dimension could potentially explain the “volume + 1” divergence
structure. Although this analogy is not exact or direct since the LST studied in our work is obtained
from NS5 branes in IIB frame/theory, while the 10 dimensional string to 11 dimensional M -theory is re-
alized in the IIA frame, and the emergent dimension is a compact (circle). Similar observations/ sugges-
tions i.e. LST behaving like it develops an extra spatial dimension at strong coupling, have been made
in early works in LST in IIA frame, e.g. in [136]. Perhaps a more definitive statement can only be made
when the holographic complexity of nonlocal field theories which are not necessarily LST (or derived
from string theory) are computed. These theories will not share the stringy property of developing extra
spatial dimensions at strong coupling and might have a different kind of divergence structure.
Next consider the coefficient of the log term (which is universal) in the expression of volume complexity
(4.43) in the deep UV ( ϵ≪ β′

H), which is
Ñ = c

Lx
β′
H

. (4.45)

Evidently, this coefficient counts the total number of “regularized/effective” degrees of freedom in the
theory if we regard the lattice spacing of LST to be the Hagedorn scale, β′

H instead of the UV cutoff
ϵ of the original IR CFT, namely, N ∼ c Lx

ϵ . Regarding the universality of the log divergence piece
in volume complexity and action complexity: We regret that the language in the draft led the referee
to infer that we are claiming that the log divergence is universal across different holographic proposals
of complexity (e.g. volume and action). There are now numerous proposals of holographic complexity
(complexity=volume, complexity=action, complexity=spacetime volume 2.0, etc., finally culminating in
the claim by Belin et. al. [79] that there might be infinite number of such spatial codimension-one bulk
geometric prescriptions of holographic complexity which are as good candidates as the ones suggested
originally. It has been generally observed that although the leading divergence pieces across different
prescriptions match, the coefficients of the subleading divergences do not match, either in sign or in mag-
nitude. It could be that various prescriptions of holographic complexity correspond to field theory duals
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which are distinct but are in the same universality class in the sense of RG (although the study of field
theory complexity is at a very premature stage to make such classifications of universality classes un-
der RG). However, once we pick a proposal, the coefficient of the log divergence is universal in the usual
sense - if we rescale the UV energy scale, the coefficient of the log divergence does not get rescaled. Such
coefficients which do not get rescaled usually capture some universal physics e.g. in the RT proposal it
gives the c-function.
Another interesting fact emerges if we rewrite the quadratic UV divergence term (4.43), in a manner
which mimics a local field theory:

CV = cLxβ
′
H

6π2ϵ2
+ . . . = 2c̃(ϵ)

3
Lx
ϵ

+ . . . , where c̃(ϵ) = c
β′
H

4π2ϵ
, (4.46)

If we pretend this is a local theory with a linear divergence structure, then the coefficient of the linear
divergence if identified as an “effective central charge” is now a UV scale dependent parameter c̃(ϵ), in
fact it is a monotonically increasing function of UV scale (energy), 1

ϵ . So this “effective central charge”
diverges as the UV cutoff is withdrawn. Similar observations have been made about LST, namely a di-
vergent central charge, elsewhere in the literature.
Now we compare the complexity results for the static frame and the stationary frame. They share sev-
eral common features:

1. The static frame volume complexity, CV (4.41) as a function of ϵ/β′
H and the stationary frame

complexity, C′
V (4.27) as function of ϵ/ρH are always positive and monotonically decreases from

UV to IR.

2. In the extreme UV regime ( when ϵ ≪ β′
H , ρH), CV diverges as (4.43), and C ′

V too diverges as
(4.29).

3. In the extreme IR regime, (when ϵ ≫ β′
H , ρH), CV decreases to 0 as (4.44) and so does C′

V accord-
ing to (4.30).

Finally we plot the static frame complexity, CV and the stationary frame complexity, C′
V as a function of

the cutoff, ϵ in figure 4.1.

ϵ

Vol.Complexity

(ϵ)

′
(ϵ)

Figure 4.1: Static frame complexity, CV and stationary frame complexity, C ′
V as a function the

UV cutoff scale ϵ.

In conclusion, we notice that the volume complexity for the LST deformed with Lorentz violating and
nonlocal couplings leads to the exact same kind of divergences which nonlocality by itself would have
produced (quadratic and logarithmic divergences). The distinctive signature of Lorentz boost violation is
that the coefficients of the quadratic and logarithmic divergences as well as the finite piece in complexity
differ in the two frames related by a Lorentz boost.
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4.4 Subregion volume complexity
The volume complexity computed in the last section was unable to capture the distinguishing signatures
of lorentz violation form nonlocality. In the hope that the subregion complexity might have something
more to tell us about the differences between signatures of nonlocality and Lorentz violation, in this sec-
tion we explore the features of subregion volume complexity for a boundary subregion of size L. To this
end we need to focus our attention to the portion of the maximal volume slice which is contained within
the Ryu-Takayanagi (RT) surface (curve) homologous to the aforementioned boundary spacelike interval
(of size L).
First we have to determine the RT surface, which is a codimension 2 surface in the bulk, homologous
to the boundary subregion. The volume functional on a codimension-2 slice (in this case a curve) is ob-
tained by looking at the constant time section of the U = U(x) surface.

ds2 =
(
kl2s

U ′2

U2 + h(U)(1− f(U)(ϵ+ + ϵ−)2)
)
dx2, (4.47)

where, the prime denotes the derivative with respect to the parameter x parameterizing the RT curve.
Now in the string frame, this co-dimension-2 surface has the following volume functional, which in the
present case turns out to be the length of the curve∫

dxL(U(x), U ′(x), x) = 1
U

√
kU ′2l2s (kλU2 + 1) (kU2λ′ + 1) + kU4 (kU2µ+ 1). (4.48)

where, the primes over the quantities denotes their derivative with respect to x.
Now one has to minimize this string frame length functional to obtain the RT curve. However, instead
of minimizing the action functional following the variational method (Euler-Lagrange equations), we in-
stead follow the procedure of [106] and start by analyzing the integrals of motion. The condition that
lagrangian is independent of time, gives us the first integral of motion

c1 = ∂L
∂t′

(= 0), (4.49)

Since the lagrangian is cyclic in parameter x, the corresponding “hamiltonian” should be conserved:

c2 = U ′ ∂L
∂U ′ − L,

= −kU3 (kU2µ+ 1
)√

kU ′2l2s (kλU2 + 1) (kU2λ′ + 1) + kU4 (kU2µ+ 1)
,

= −
√
kU0

√
kU2

0µ+ 1,

(4.50)

c2 being a constant, we have used the boundary conditions at x = 0 to evaluate c2, i.e. U(0) = U0 and
U ′(0) = 0 to evaluate it.
Solving for U ′(x) and choosing the positive root,

U ′(x) =
U2√kµU2 + 1

√
kµ
(
U4 − U4

0
)

+ U2 − U2
0

U0ls
√

(kλU2 + 1) (kλ′U2 + 1)
√
kµU2

0 + 1
. (4.51)

To obtain the subregion size we integrate the above equation by specifying the appropriate limits of inte-
gration. ∫ x

0
dx′ =

∫ U

U0

dŨ

Ũ ′(x)
. (4.52)
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After the integration limits had been specified, the subregion size is given as the function of the turning
point U0 by:

L =
∫ ∞

U0
dU

dU

U ′(x) (4.53)

If we choose to look at deep linear dilatonic region, (kλU2 >> 1) we obtain a simplification:

L = π
√
kλλ′ls

2√µ +O

( 1
U2

0

)
. (4.54)

However, we can only analytically solve for L perturbatively, but the characteristic features of subregion
length in the linear dilaton region are immediately obvious. As we move U0 closer to the boundary, L
asymptotes to a constant value:

Lc = π
√
kλλ′ls

2√µ . (4.55)

This behaviour is typical of the theory having a Hagedorn phase transition as had already been alluded
to before in the literature [106] in the context of the study of entanglement entropy.
For the sake of comparison and building intuition, we check that different special cases can indeed be
reproduced from the general case equation (4.53) :

• AdS (Case λ = ϵ± = 0): The simplest of the all is the pure AdS geometry which has been the
subject of an extensive study for which, the relation between the subregion length and the turning
point is well known:

L = 2ls
U0
. (4.56)

• WAdS (Case λ = ϵ+ = 0): The next case is when only the JT coupling is turned on. This case
had also been thoroughly investigated and the gravity dual is warped AdS (WAdS) spacetime [?].

∫ L/2

0
dx

′ =
∫ ls

ϵ

U0
dU

U0ls
√

1− kU2
0 ϵ

2
−

U2
√

1− kU2ϵ2−

√
U2 − U2

0 + kϵ2−(−U4 + U4
0 )

(4.57)

⇒ L = 2ls
U0

+ 2kU0lsϵ
2
− ln

( 2ls
U0ϵ

)
+O(ϵ4−). (4.58)

Upon turning off the coupling (ϵ− → 0), one simply recovers the pure AdS result.

• M3 (Case ϵ+ = ϵ− = 0): When only TT coupling is turned on,

∫ L/2

0
dx′ =

∫ ls/ϵ

U0
dU

U0ls
√
kλU2 + 1

√
kλU2

0 + 1

U2
√(

U2 − U2
0
) (
kλ
(
U2 + U2

0
)

+ 1
) ,

L = 1
2π
√
kλls +O

( 1
U2

0

)
,

(4.59)

we recover the result already encountered earlier in [103].
Alternatively, treating coupling as the perturbation parameter,

L = 2ls
U0

+ k2λ2U3
0 ls ln

( 2ls
U0ϵ

)
+O(λ3). (4.60)

With λ→ 0, we again recover the AdS result.
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Thus we have successfully reproduced the features of the RT curves for the special cases of the pure
AdS, warped AdS and the M3 from our general formula relating the RT curve turning point and the
subregion length (4.53). We will use this relation to obtain the expression for the subregion volume com-
plexity next. Now this will be done numerically since the analytic answer can only be obtained pertur-
batively. However we are not interested in perturbative answers, so will do this exactly but numerically.
But just as we have done for the RT curve, before presenting the final results for the general case, we
first perform sanity checks by studying various special cases where the effects of locality and Lorentz vi-
olation are removed and comparing those expressions to existing results in the literature obtained in the
contexts where the boundary dual is a local CFT2, instead of an LST2.

4.4.1 Subregion volume (complexity) for λ = ϵ± = 0: Poincare patch of
AdS3

The first check is the maximal volume corresponding to the subregion size (V(L)) for the simplest of the
cases - pure AdS2+1. This can be evaluated analytically exactly. The induced metric on a codimension-1
submanifold of a constant time slice is

ds2 = kl2s
z2 (dz2 + dx2). (4.61)

Then subregion volume is,

V(L) =
∫ ls/ϵ

0
dz

∫ x(z)

0
dx′e−2(Φ(z)−Φ∞)√γ,

= kl2s

(
L

2ϵ −
π

2

)
.

(4.62)

The linear UV divergence is expected of any lorentz covariant local CFT in one spatial dimension. This
is a well known result [133].

4.4.2 Subregion volume complexity ϵ± = 0 (TT deformation or M3)
The next case that we are going to treat appropriately belongs to the subject matter of the preceding
work [132] on pure M3 complexity. However the subregion complexity calculation did not appear there,
therefore for the sake of completeness, we reproduce here the corresponding result for subregion com-
plexity.
The pullback of the ambient metric on co-dim-1 surface bounded by the RT surface for the pure M3
case is:

ds2 = kl2s
dU2

U2 + h(U)dx2. (4.63)

The (maximal) volume corresponding to this subregion as the function of the turning point U0 is given
by:

V =
∫ ls/ϵ

U0
dU

∫ x(U)

0
dx e−2(Φ(U)−Φ0)√γ,

= kls

∫ ls/ϵ

U0
dU
√

1 + kλU2
∫ U

U0

dŨ

Ũ ′(x)
.

(4.64)

We have to eliminate U0 in favor of L to express the maximal volume in terms of subregion length. How-
ever if we insist on analytical expression, then the inversion can only be achieved iteratively. In order to
not compromise on precision, we instead perform the calculations numerically to exhibit the quantitative
features of the subregion complexity.
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Figure 4.2: Subregion volume complexity (CV ) vs. subregion size (L) graphs for TT deformed
CFT2 (LST) for different values of the deformation parameter (TT coupling) λ exhibiting Hage-
dorn phase transition. The critical suregion size at the transition point increases monotonically
with λ.

We present the numerical plots demonstrating the dependence of complexity (modulo the factor of 8πGN
√
kls)

on the subregion length L in Fig. 4.2 for three different values (differing order os magnitude) of λ, the
TT deformation coupling parameter (differing orders of magnitude). In all the plots we observe the fol-
lowing universal traits

• The subregion volume complexity is a monotonically increasing function of the subregion size.

• The subregion volume complexity undergoes a sharp phase transition as the subregion size is in-
creased beyond a certain critical size as depicted by the presence of a kink in each of the plots.

• Once the subregion size is larger than the critical subregion (kink), the subregion volume complex-
ity grows linearly with subregion size. This is characteristic of the AdS geometry as pointed out in
the previous subsection 4.4.1. The RT curve extends deep into bulk where the geometry is close to
AdS3.

• The parabolic portion of the curve, for subregion size (length) is less than the critical length, per-
tains to the linear dilaton region because that is where the subregion size slowly approaches to
a constant value Lc regardless of the position of the turning point U0 of the RT curve. The RT
curve here remains stuck mostly in the deep UV region i.e. near the boundary.

The linear growth of the complexity with the subregion size when the subregion size is larger then the
Hagedorn scale (see next section for more details) is plausible because in this situation the LST behaves
more like a local CFT and the number of degrees of freedom in the Lorentz covariant local theory can be
thought of as uniformly distributed along the boundary subregion. The kink signifies the termination of
the linear dilaton geometry and bulk being subsequently taken over by the AdS geometry. It will turn
out that same universal features will emerge when we introduce Lorentz violating effects in the system
i.e. when the couplings ϵ± are nonzero. In order to avoid repetition, we will leave further quantitative
discussion to the next section where we tackle the case when Lorentz violating effects are turned on.

4.4.3 Subregion volume complexity for T T̄ , JT̄ and J̄T

Armed with the hints and insights from the previous sections for the various subcases (i.e. pure AdS
and M3), we are now ready to tackle the most general case with both the locality violating, and Lorentz
violating couplings turned on and obtain the general characteristics for the subregion volume complexity.
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As was done in the previous section, we first record the pullback of the ambient metric on codimension
two surface constant t surface bounded by RT curve for the general case of the non local as well as both
of the lorentz violating couplings turned on is:

ds2 = kl2s
dU2

U2 + h(U)(1− f(U)(ϵ+ + ϵ−)2)dx2. (4.65)

The maximal volume arising from the above geometry is given by:

V =
∫ ls/ϵ

U0
dU

∫ x(U)

0
dxe−2(Φ(U)−Φ0)√γ,

= kls

∫ ls/ϵ

U0
dU
√

1 + kµU2
∫ U

U0

dŨ

Ũ ′(x)
.

(4.66)

For the reasons alluded to earlier in the previous subsection, we again opt for a numerical approach to
uncover the features of subregion complexity. The corresponding plots for V vs L (note that modulo the
factor of 8πGN

√
kls, the complexity CV and maximal slice volume V are the same) for various values of

the Lorentz violating couplings against the fixed value of λ = 170, are appended below in Fig. 4.3. In all
the plots we notice some features which are in common with the M3 (TT deformation) set up, namely

• The subregion volume complexity is a monotonically increasing function of the subregion size

• The subregion complexity undergoes a phase transition as the subregion size is varied. For small
subregions, we encounter a parabolic growth up to a kink at some critical subregion length, fol-
lowed by the linear growth which is characteristic of dual AdS geometry in the deep IR. The parabolic
region of the curve corresponds to the UV region i.e. linear dilaton geometry because that is where,
the subregion length slowly approaches zero.

• For fixed λ (i.e. nonlocality scale held fixed), the critical subregion size at the phase transition
point in the plots increases (shifts rightwards) as the Lorentz-violating coupling ϵ+ (ϵ−) is in-
creased. Interestingly the critical subregion size changes (increases) even if just one of the cou-
plings ϵ+ is made nonzero. We will keep this in mind when we are looking at the static frame com-
plexity where it will turn out that the critical subregion size is a function of the product ϵ+ϵ−.

In order to facilitate comparisons, its convenient to scale all the diagrams in a single plot by plotting the
logarithms of complexity (modulo the factor of 8πGN

√
kls) and the subregion size L. From the graphs,

one can directly appreciate the appearance of the transition point Lc where the complexity character-
istics transitions sharply from parabolic to the AdS like linear dependence. A phase transition in the
holographic entanglement entropy as a function of subregion size for this same system has been shown in
[106]. However, what is interesting is that, complexity not only undergoes an analogous phase transition,
but that the subregion complexity phase transition occurs at the exact same critical subregion
length as that of the entanglement entropy phase transition, as evident from table 4.1 display-
ing the numerical value of the critical length extracted from the plots and the theoretical expression for
the critical subregion length for entanglement entropy (refer to Eq. (4.55)).
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Figure 4.3: Subregion volume complexity (CV ) vs. subregion size (L) graphs for TT , JT & JT
deformed CFT2 (LST) for fixed values of the deformation parameter (TT coupling) λ = 170 ex-
hibiting Hagedorn phase transition. The last plot is a log-log graph clearly displaying the scaling
exponents (slopes).
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Critical subregion size for complexity for λ = 170
Lorentz violating cou-
plings (ϵ+,ϵ−)

Entanglement en-
tropy transition point
length Lc (in units of
AdS radius)

Subregion complexity
transition point from
graphs (in units of
AdS radius)

(0,0) 20.48 20.47
(6,0) 23.06 23.05
(12,0) 52.37 52.33
(7,6) 28.96 28.94
(10,3) 144.82 144.9
(13,0) 267.03 266.84

Table 4.1: Table comparing the critical subregion size for phase transition in Entanglement en-
tropy from theory and the critical subregion size for subregion volume complexity extracted from
the plots

This fact that the subregion complexity undergoes a phase transition for the exact same the transition
point (critical region size) as entanglement entropy, lends credence to the claim that complexity is a very
effective physical observable (perhaps more useful that entanglement entropy) capable of detecting phase
transitions (in the present case the Hagedorn phase transition) which perhaps cannot always be captured
by usual field theory probes such as correlation functions of local operators.

4.4.4 Subregion volume complexity in static frame
Lorentz violating effects are our principal object of interest in this chapter and in particular for the sys-
tem under study i.e. LST our aim is to disentangle the effects of Lorentz violating from nonlocality. One
way to perhaps isolate the characteristics of complexity corresponding to Lorentz violating effects in field
theories is to examine complexity in different inequivalent Lorentz (boosted) frames. With such hope
in this section we compute subregion complexity in a boosted frame (static frame) Eq. (4.32). To de-
termine the RT curve we will first need the pullback (γab) of the static metric on the one dimensional
prospective RT curve is

ds2
γ =

(
kl2s

U ′2

U2 + f(U)
)
dX2. (4.67)

The length functional for this curve, parameterized as U = U(X), in the string frame is given by

∫
dX L

(
U(X), U ′(X), X

)
=
∫
dXe−2(Φ−Φ0)√γ =

∫
dX

kU2√
f(U)h(U)

√
kl2s

U ′2

U2 + f(U). (4.68)

Employing the same set of steps employed in the previous section we first compute the integrals of mo-
tion.

C2 = U ′ ∂L
∂U ′ − L = − kU3√f(U)√

h(U)
√
U2f(U) + kU ′2l2s

= − kU3√kU2λ′ + 1√
kU ′2l2s (kλU2 + 1) + kU4 (4.69)

Integrals of motion after applying boundary conditions U(0)) = U0 and U ′(0) = 0 at the turning point to
the above equation is

C2 = −
√
kU0

√
kU2

0λ
′ + 1. (4.70)
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Equating and solving for U ′(X) gives

U ′ =
U
√
f(U)

√
U4h (U0)− U4

0h(U)
√
kU2

0
√
h(U)ls

(4.71)

Inverting this, the subregion size can be expressed in terms of the turning point U0 as

L = 2
∫ L/2

0
dX = 2

∫ ∞

U0

dU

U ′ = 2
√
kU2

0 ls

∫ ∞

U0

√
h(U)

U
√
f(U)

√
U4h (U0)− U4

0h(U)
(4.72)

In the linear dilaton region, (kU2 >> 1), one can perturbatively solve the above equation to obtain

L = 1
2π
√
kλls +O

(
1/U2

0

)
(4.73)

This limiting value of L in the static frame, named L′
c gives critical length of the subregion at the point

of Hagedorn phase transition

L′
c = 1

2π
√
kλls (4.74)

This is the critical subregion size where entanglement entropy (RT curve) undergoes the Hagedorn phase
transition in the static frame. An important thing to note here that despite the Lorentz violating cou-
plings, ϵ±, being turned on this leading order expression is independent of ϵ±, and instead depends just
on the nonlocality parameter λ. The issue of whether this is true to all orders will be settled After de-
termining the RT curve, now we determine the subregion complexity as the string frame area of the co-
dimension one maximal area spacelike surface bound from the inside by the RT curve. The (pullback)
metric on the maximal area (spacelike) hypersurface is:

ds2 = kl2s
dU2

U2 + f(U)dX2. (4.75)

Thus the maximal volume arising from the above hypersurface bounded between the RT curve and the
boundary is:

V =
∫ ls/ϵ

U0
dU

∫ X(U)

0
dX̃e−2(Φ(U)−Φ∞)√γ = kls

∫ ls/ϵ

U0
dU
√

1 + kU2λ′
∫ U

U0

dŨ

Ũ ′
(4.76)

We again opt for exact but numerical means in computing the subregion volume (complexity) instead
of an analytic but perturbative (approximate) approach. The plots for subregion complexity vs. subre-
gion size for various representative values of the Lorentz violating couplings ϵ± and a fixed value the TT
coupling λ = 170 are displayed in figure (4.4).
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Figure 4.4: Static frame subregion volume complexity (CV ) vs. subregion size (L) graphs for TT ,
JT & JT deformed CFT2 (LST) for fixed λ = 170 exhibiting Hagedorn phase transition. The last
plot is a log-log graph clearly displaying the scaling exponents (slopes).
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Here we list the salient features of these plots:

• Subregion volume complexity is a monotonically increasing function of the subregion size and it
undergoes a phase transition as the subregion size is varied (just like subregion complexity in the
stationary frame) beyond a certain critical length, which turns out to be L′

c of Eq. (4.74), i.e. the
same critical subregion size at which entanglement entropy undergoes a phase transition (refer to
table 4.2 ).

• For subregion size less than the critical size, L′
c, complexity grows quadratically with subregion

size while for subregion sizes greater than L′
c, complexity grows linearly as evident from the log-

log plot. The physics of this is the same as in that of the stationary frame - for small subregion
sizes the RT curve is confined to the near boundary linear dilaton region, i.e. the deep UV regime
of the boundary theor which is a nonlocal theory (LST on scales comparable to the string length
scale), while for large subregion sizes the RT curve is well inside the bulk where the geometry is
AdS, i.e. the deep IR regime of the boundary theory - LST on length scales far larger than the
string scale and hence can be regarded as local CFT.

• Unlike in the stationary frame, in the static the critical subregion size at the transition point, ex-
tracted from the location of the kinks in the plots, does not change as the Lorentz violating cou-
plings ϵ± are varied while keeping the nonlocality scale λ fixed. Refer to the table This strongly
hints that perhaps the static frame complexity is a probe which is better suited to isolate or ex-
tract the effects of nonlocality while the complexity in the stationary frame manifests a mixed
characteristic of both nonlocality and Lorentz violation.

• When either one or both of Lorentz violating couplings ϵ± vanish, their graphs overlap to overlap.
This is potentially due to the fact that the static frame subregion complexity becomes effectively
the function of λ′ = λ− 4ϵ+ϵ−, so that it is insensitive to distinguish between the various values of
λ′ for vanishing value of the product ϵ+ϵ−. So the characteristic signatures of Lorentz violation in
the divergence structure is the one which is accompanied by the coefficient ϵ+ϵ−.

Location of the critical length Lc for λ = 170
Lorentz violating cou-
plings (ϵ+,ϵ−)

Critical suregion size
for entanglement
entropy (EE) L′

c com-
puted from Eq. (4.74)

Critical subregion size
for subregion com-
plexity in static frame
extracted from CV -L
graphs Fig. 4.4

(0,0) 20.48 20.47
(6,0) 20.48 20.48
(12,0) 20.48 20.49
(7,6) 20.48 20.48
(10,3) 20.48 20.48
(13,0) 20.48 20.48

Table 4.2: Table comparing the critical subregion size for phase transition in Entanglement en-
tropy from theory and the critical subregion size for subregion volume complexity extracted from
the plots in the static Lorentz frame

As before, in the case of stationary frame subregion complexity, here we find it instructive to supply the
table listing the critical subregion size from the plots for various cases of Loerntz violating couplings at
a fixed λ and compare it with the perturbatively calculated analytical estimate Eq. (4.74). It is evident

95



form table 4.2 subregion volume complexity displays a phase transition at the exact same critical sub-
region size as that of entanglement entropy in the static frame. Thus, we can echo the same message
from the end of the previous section regarding the utility of complexity as a physical probe for detecting
phase transitions (perhaps even in those circumstances where other probes such as correlators of local
operators might fail). However, unfortunately as long as λ remains nonzero it appears one cannot isolate
the effects of Lorentz violation from nonlocality in this system (LST) in this static frame. In fact, to the
contrary, what we have seen in this exercise is that even if ϵ± are not both zero, but if the product ϵ+ϵ−
vanishes, then the subregion complexity phase transition point is a pure function of the the nonlocality
scale λ i.e. in this boosted frame, the phase transition is independent of the Lorentz violating effects.

4.5 Holographic volume complexity of null WAdS3

In this section we consider a special limit in the parameter space of the irrelevant couplings of the LST,
for which the bulk dual is the null Warped AdS geometry, which is smoothly realised by sending λ →
0 and one of the Lorentz violating coupling (say ϵ−) to zero. In this limit, the (stationary frame) bulk
metric Eq. (4.17) becomes,

ds2 = kl2s
dU2

U2 − h(U)
(
1 + f(U)ϵ2−

)
dt2 + 2h(U) f(U) ϵ2− dt dx+ h(U)

(
1− f(U) ϵ2−

)
dx2 (4.77)

The Lorentz parameter ϵ− can be identified with the warping parameter ϵ−. The boundary theory in
this case is a warped CFT [137, 138], a highly nonlocal Lorentz violating field theory with the CFT sym-
metry algebra now reduced to a product of Virasoro (left) and a U(1) Kac-Moody algebra (right). In
particular, for the null warped WAdS3, the dual warped CFT is not UV complete, beyond a certain crit-
ical energy (deep UV) the theory is nonunitary since the energy spectrum is complex [105]. Although
correlation functions are hard compute in this warped CFT, we demonstrate that this feature (UV in-
completeness) easily captured by complexity.

4.5.1 Volume Complexity
The maximal volume spacelike slice does not need to be worked out afresh as it can treated as a special
case of the stationary frame metric of the generic TT , JT -JT deformed bulk geometry. However this
limit could be singular so instead of indirectly evaluating the volume (complexity) by taking the naive
λ, ϵ+ → 0 limit of the maximal volume expression of the string frame (4.39) (or complexity (4.40)) we
compute the integral directly,

VΣ(T ) = Lxkls

∫
dU
√

1− ϵ2−kU2 = Lxkl
2
s

2ϵ

√
1− kϵ2−l

2
s

ϵ2
+
√
klsLx
2ϵ−

sin−1
(√

kϵ+ls
ϵ

)

⇒ CV = Lx
√
kls

2GN ϵ

√
1− kϵ2−l

2
s

ϵ2
+ Lx

2ϵ−GN
sin−1

(√
kϵ−ls
ϵ

) (4.78)

Here, we see that the resultant complexity, unlike for the generic case, (4.27), fails to remain real un-
less ϵ >

√
kls ϵ−. Thus the UV cut off cannot be made arbitrarily small. This validates our faith that

complexity successfully captures the UV incompleteness of the warped CFT dual to null warped AdS3.
In the limit of a small warping parameter ϵ− (to be precise expanding in ϵ−

√
kls/ϵ), the leading term is

linearly divergent,

CV ∼
Lx
√
k ls

GN ϵ
−
Lx

(√
kls
)3
ϵ2−

6GN ϵ3
(4.79)
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i.e. like a local field theory in one space dimensions (or pure AdS bulk)! Again this is a reflection that
the UV regime (near boundary region) where the nonlocality effects kicks in is excluded from consid-
eration. The complexity characteristics of Warped CFT in general from both the holographic and field
theory methods has been taken up in greater detail in the next chapter.

4.5.2 Subregion volume complexity for null WAdS3

Finally we work out the subregion volume complexity for the interesting special case of null warped
AdS3. In this case first the result will be obtained analytically in the approximation of small warping
ϵ− to underscore the fact that subregion complexity is a better probe of nonlocality in this example com-
pared to other probes such as subregion entanglement entropy. Then the exact result will be presented
by evaluating the subregion complexity integral numerically without any approximations. First, recall
that In this case, the turning point of the RT surface (curve) in terms of the subregion size is already
worked out by inverting (4.57),

U0 = 2ls
L

+ 8kl3sϵ2−
L3 ln

(
L

ϵ

)
+O(ϵ4−) (4.80)

In terms of the turning point, the subregion volume complexity calculation of null WAdS3 is given by the
nested integral,

CV =
√
kls

8πG

∫ ls
ϵ

U0
dU
√

1− kU2ϵ2−

∫ U

U0
dŨ

U0
√

1− kU2
0 ϵ

2
−

Ũ2
√

1− kŨ2ϵ2−

√
Ũ2 − U2

0 + kϵ2−(−Ũ4 + U4
0 )

(4.81)

=
√
kls

8πG

∫ ls
ϵ

U0

[√
U2 − V 2

UV
−
(kU√U2 − U2

0

2U0
− kU0 ln

(U +
√
U2 − U2

0

U0

))
ϵ2− +O

(
ϵ4−

) ]
dU (4.82)

=
√
kls

8πG

[(
1 + 4kl2s

L2 ϵ2−

)
L

2ϵ −
kl2sL

12ϵ3 ϵ
2
− −

π

2O
(
ϵ4−

) ]
(4.83)

In order to get eqn (4.83), we have expanded the integrands in equation (4.81) in a Taylor series with
respect to ϵ−. In the above expression of CV , we can clearly see that if we take the warping factor to be
zero, equation (4.83) reproduces the subregion complexity for the pure AdS3. For, pure AdS3, we recover
the expression for subregion volume complexity [133],

CV =
√
kls

8πG

[
L

2ϵ −
π

2

]
(4.84)

Another very important feature of this result (4.83) is that the subregion CV (the divergence structure)
reflects the nonlocal nature of the dual warped conformal field theory unlike the holographic entangle-
ment entropy in the appendix B.3. While we are using a string background with all NS-NS sector fields
turned on in the bulk, this local theory like divergence structure (linear divergence) of EE for Warped
AdS3 has been reported using other holographic backgrounds where the bulk theory is either topologi-
cally massive gravity (TMG) [139, 140] or new massive gravity (NMG) [141]. Thus in this example, we
see that subregion complexity is a more sensitive or refined probe of nonlocality and Lorentz violation
compared to entanglement entropy.
Next we present the plot6 of Subregion CV as a function of L in the figure below obtained by direct nu-
merical evaluation of (4.81).

6We have used parametric plot function in mathematica here and used Eq. (4.57) for the expression of L as,

L =
∫ ls

ϵ

U0

dU
2U0ls

√
1− kU2

0 ϵ
2
−

U2
√

1− kU2ϵ2−

√
U2 − U2

0 + kϵ2−(−U4 + U4
0 )

(4.85)
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Figure 4.5: Subregion Volume Complexity vs L plot for null warped AdS3. For this plot we
have set k = 104, ls = 10−2 and ϵ = 10−5. Here, the y-axis represents Complexity∗ =
Complexity × 8πGN while the x-axis is the subregion size L in units of the AdS radius
(
√
kls = 1.0). The orange curve is the plot for pure AdS3 while the blue curve is the plot for

null WAdS3.

The value of ϵ− = 10−6 is used for this plot because from Eq. (4.78), it is clear that the value of ϵ− has
to be smaller than the value of ϵ. Also note that here, the y-axis is actually complexity scaled by the
universal constant 8πGN . We summarize the salient features of this plot

• Subregion complexity monotonically increases as a function of the subregion size.

• Unlike in the case of generic nonvanishing λ, ϵ+ the subregion complexity does not undergo any
phase transition.

• The effect of nonlocality or Lorentz violation is very small in general and only prominent when the
subregion is orders of magnitude smaller than the AdS radius. For larger generic subregion sizes
the WAdS subregion CV coincides with that for pure AdS3 (this part needs to be discussed later.)

• Sensible plots are only obtained when the cut off ϵ > ϵ−
7. This is again a reflection of the fact that

the dual boundary theory is not a UV complete theory, it is best thought of as an effective theory
with the spectrum truncated at high energies.

One might ask whether one can switch to the static frame and evaluate the complexity of LST dual
to null warped AdS3 in the that frame just like it was done in the case of generic JT , JT couplings to
demonstrate/check for boost symmetry violation. However in this regard we would like to point out that
boost transformation ((4.31)) is singular in the null warped AdS3 limit, i.e. when ϵ+ → 0. Thus neither

7To be precise one must keep ϵ > ϵ−
√
kls but here we have set

√
kls = 1 so effectively we must keep ϵ− < ϵ
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such a boost transformation and by extension, nor does a static frame exist for null warped AdS3. In
this special point of the parameter space, we will have to be content with the volume complexity, subre-
gion volume complexity and action complexity in the stationary coordinate system exclusively.

4.6 Action complexity
In this section we compute the action complexity, CA, for the LST obtained by TT , JT , JT deformation
of a CFT2 using the holographic dual metric, dilaton and Kalb-Ramond background. Action complexity
is an alternative prescription of holographically evaluating the dual boundary theory complexity which
offers distinct advantages over volume complexity in that (A) no arbitrary length scales appearing in its
definition, just the fundamental constants ℏ and GN , and (B) one does need to solve a variational prob-
lem which can be challenging exercise in general for Lorentzian signature spacetimes. Instead one just
performs (action) integrals over the WdW patch. The WdW patch is defined as the union of all spacelike
hypersurfaces in the bulk anchored at a fixed time slice on the boundary:

CA = SWdW

πℏ
. (4.86)

The Penrose diagram of the dual bulk geometry (upon suppressing the transverse boundary direction)
is identical to that of the M3 spacetime, which was presented in our previous work [132]. For complete-
ness, we reproduce the Penrose diagram here with the WdW patch displayed in pink

Figure 4.6: Penrose diagram of the dual bulk geometry with the Wheeler-deWitt (WdW) patch
shaded in pink for the boundary time T . The brown curves are timelike surfaces which can be
continuously deformed into the null boundaries of the WdW patch by means of a regulator pa-
rameter.

The bulk action in the string frame is:

S = 1
16πGN

∫
M
dd+1X

√
−ge−2(Φ−Φ0)

(
R+ 4gµν∂µΦ∂νΦ−

H2

12 − 4Λ
)

+ 1
8πGN

∫∑
∂M

√
γ (· · · ) + 1

8πGN

∫
∩∂M

√
h (· · · ) .

(4.87)
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The (· · · )’s represent the supplementary surface/boundary (∪∂M) terms and joint (∩ ∂M) terms nec-
essary for the variation of the action to be well defined, as well as reparametrization invariant. Since
(some) boundaries of the WdW patch are null, the usual GHY terms are not the suitable ones. The is-
sue of determining the boundary terms for null boundaries was settled in [76]. However, we will take an
alternative prescription spelled out in [75]8 where the null boundaries of the WdW patch are first de-
formed into a single smooth timelike surface using a deformation parameter (regulator), and then we
are free to use the usual GHY term. After working out the GHY term we remove the regulator and ob-
tain the result for the null WdW boundary. This affords an enormous simplification as it eliminates the
necessity to compute the joint terms ( terms in the action from joints or edges along which two null sur-
faces intersect) as well as preserving diffeomorphism and reparametrization invariance of the GHY con-
tribution from beginning to end. Our regularization reproduces the same results as the prescription of
[76] for the well known cases of pure AdS, AdS-Schwarzschild, AdS-RN etc. but the status of the equiva-
lence of these two prescriptions for arbitrary generic geometries is yet unexplored. In general the issue of
different regularization prescriptions is still being investigated e.g. for a comparison of the two regular-
izations introduced in [73], see [108, 109].
Unlike for the M3 case, here one has to make a choice here: one can either work with the full 4 dimen-
sional bulk action, or one might dimensionally reduce (over the y-direction fiber) and work with an effec-
tive 3 dimensional bulk action. While computing the entanglement entropy for this system, the authors
of [106] found that the 4d and 3d results disagree and they opted to work with the full 4d bulk. Happily
for us, it turns out that both 4d and 3d actions deliver identical results for complexity, provided one does
not drop the total derivative terms in the dimensionally reduced action. Conventionally in the literature
these total derivative terms are dropped since they do not contribute to the classical equations of mo-
tion. However while computing complexity these terms do contribute and one cannot discard them if the
complexity before and after dimensional reduction has to match. In appendix Sec. ??, the KK reduction
is reviewed and the exact match between the 4D and 3D actions is carried out after retaining all total
derivative terms in the dimensionally reduced (3D) action.

S(3D) = 1
16πGN

∫
d3x
√
−g e−2(Φ−Φ0)

(
R− (∂σ)2 − 2□σ − 1

4e
2σF2 − 4Λ

+ 4gµν∂µΦ∂νΦ + 4gµν∂µΦ∂νσ

− 1
12H̃

2 − 1
4e

−2σF̃ 2
)
. (4.88)

It is evident that after dimensionally reducing to 3 dimensions the KK scalar, σ contributes to the action
a term which has a second order derivative, namely □σ (This is a total derivative term which is usually
dropped). This will also to lead an extra contribution to the surface terms (GHY terms) in the string
frame, apart from the usual GHY surface term arising from the metric. The full surface term contribu-
tion for the 2 + 1-dimensional bulk in string frame is

SGHY = 1
8πGN

∫
d2x
√
−γ e−2(Φ−Φ0) (K + nµ∂µσ) (4.89)

For the derivation, the reader may refer to Sec. B.2. For the action complexity calculation, in the first
order of business is to determine the WdW patch, i.e. the light cones emanating from the boundary
timeslice. However, solving the WdW patch is very complicated in the stationary frame coordinates
(4.17) where constant t surfaces are not orthgonal to the vector ∂/∂t. Life is much simpler in the static
frame coordinates (4.32) as the constant T surfaces are orthogonal to the time direction vector ∂/∂T . So
we perform the action complexity calculation exclusively in the static frame (4.32).

8see also [77].
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Volume (EH) pieces of the onshell action

In this section we present the volume piece contributions (“EH terms”) to the action complexity using
the dimensionally reduced 2 + 1-dimensional background. As mentioned previously, the evaluation of
the gravitational action (“EH terms”) in the string frame in 4 dimensional and the dimensionally re-
duced 3 dimensional backgrounds give identical results, for this equivalence, the reader is referred to the
Sec. B.1.2.
First we have to determine the WdW patch. The calculation is most straightforward in the static coordi-
nates (T,X,U) because the lightcones are easy to determine. The Wheeler-deWitt patch (WdW) for the
boundary time T = T∗ is bounded by the null rays

dt± = ∓
√
k ls

1
U
√
h(U)

dU, (4.90)

obeying boundary condition, T (U → ∞) = T∗. The T -integrals in the volume terms (4.88) (Einstein-
Hilbert plus matter type terms) can be readily done:

T+(U)− T−(U) = 2
√
k ls

∫ ∞

U
dŨ

1
Ũ
√
h(Ũ)

. (4.91)

This integral is divergent and hence we will modify our WdW patch to begin at a UV-cutoff surface U =
ls/ϵ instead of spatial infinity:

T+(U)− T−(U) = 2
√
k ls

∫ ls/ϵ

U
dŨ

1
Ũ
√
h(Ũ)

. (4.92)

Having determined the WdW patch, we list the various bulk action term contributions (4.88) along with
their UV and IR limits are listed as follows.
The Ricci scalar sector term: These terms are from the 4 dimensional Ricci scalar or equivalently
in 3 dimensions from the full KK reduced sector derived from the 4 dimensional metric. For details the
reader is referred to Sec. B.1.2.

SR ≡
1

16πGN

∫
WdW

d3x
√
−g e−2(Φ−Φ0)

(
R(3) − 2 (∂σ)2 − 2□σ − 1

4e
2σF2

)
,

= Lxk

8πGN

∫ ls/ϵ

0
dU U

(
8λ′kU2 − 6

)
(λ′kU2 + 1)2

∫ ls/ϵ

U
dU ′ 1

U ′
√
h(U ′)

.

(4.93)

The above integral can be performed analytically but the full expression is a bit cumbersome. In the
deep UV ( when ϵ/βH ≪ 1), SR takes the following form

lim
ϵ/βH≪1

SR =− cLx
6β′

H

(7 + 8 log 2) log
(
β′
H

πϵ

)
+ 2cLx

3β′
H

log2
(
β′
H

πϵ

)

+ Lxc

18β′
H

(π2 + 24 log 2) +O

( ϵ

β′
H

)2
 .

In the IR ( when ϵ/βH ≫ 1), SR takes the form

lim
ϵ/βH≫1

SR = − cLx
4πβ′

H

β′
H

ϵ
+ 7cLx

288π3β′
H

(
β′
H

ϵ

)3
+O

((
β′
H

ϵ

)4)
. (4.94)

The dilaton kinetic term in the action: We refer the reader to Sec. B.1.2 for the details.

SΦ ≡
1

16πGN

∫
WdW

d3x
√
−g e−2(Φ−Φ0)4gµν∂µΦ∂νΦ,

= λ′2k3LX
2πGN

∫ ls
ϵ

0
dU

U5

(1 + λ′ kU2)2

∫ ls
ϵ

U

dU ′

U ′
√
h(U ′)

.

(4.95)
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In the UV regime, SΦ takes the following form:

lim
ϵ≪β′

H

SΦ = cLx
24π2β′

H

(
β′
H

ϵ

)2
+ (3 + 8 ln 2) cLx6β′

H

ln
(
β′
H

πϵ

)
− 2cLx

3β′
H

ln2
(
β′
H

πϵ

)

+
(
3− 2π2 − 48 ln 2

) cLx
36β′

H

+O

(
ϵ

β′
H

)
..

(4.96)

One might be a bit alarmed at the appearance of the “log squared” divergences in the expressions (4.94)
and (4.96), which did not arise in the volume complexity cases but as it will turns out, such log squared
divergent contributions will cancel out among each other.
In the IR, SΦ takes the form

lim
ϵ/βH≫1

SΦ = 0 +O
(
β5
H/ϵ

5
)
. (4.97)

The cosmological constant term in the action: The details are worked out in Sec. B.1.2. Here we
present the main results starting from the 3 dimensional action,

SΛ ≡
1

16πGN

∫
d3x
√
−ge−2(Φ−Φ0) (−4Λ) ,

= Lxk

2πGN

∫ ls/ϵ

0
dU U

∫ ls/ϵ

U
dU ′ 1

U ′
√
h(U ′)

.

(4.98)

In the UV, SΛ takes the following form

lim
ϵ/β′

H≪1
SΛ = c

24π2
Lx
β′
H

(
β′
H

ϵ

)2
+ c

6
LX
β′
H

ln
(
β′
H

πϵ

)
+ c

12
Lx
β′
H

+O

(
ϵ

β′
H

)
. (4.99)

In the IR, SΦ takes the form

lim
ϵ≫βH

IΛ = cLx
6πϵ + cLx

144π3β′
H

(
β′
H

ϵ

)3
+O

((
β′
H

ϵ

)5)
. (4.100)

The Kalb-Ramond term in the action: Finally the spacetime volume type contribution from the
Kalb-Ramond field in 4 dimensions or the full Kalb-Ramond derived fields in 3 dimensions after di-
mensional reduction (a Kalb-Ramond two-form field and a Kalb-Ramond one-form gauge field). The
details including the matching before and after dimensional reduction are worked out in the appendix
Sec. B.1.2. The main results starting with the action piece are presented here,

SH ≡
1

16πGN

∫
d3x
√
−ge−2(Φ−Φ0)

(
− 1

12H̃
2 − 1

4e
−2σF̃ 2

)
,

= Lx
4πGNk

∫
dU

h2(U)
U3

∫ ls
ϵ

U
dU ′ 1

U ′
√
h(U ′)

.

(4.101)

In the UV, SH takes the following form

lim
ϵ/βH≪1

SH = cLx
6β′

H

ln
(
β′
H

πϵ

)
+O

(
ϵ

β′
H

)
. (4.102)

In the IR, SH takes the form

lim
ϵ/βH≫1

SH = cLx
12πβ′

H

(
β′
H

ϵ

)
− cLx

288π3β′
H

(
β′
H

ϵ

)3
+O

((
β′
H

ϵ

)5)
. (4.103)
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Action Contributions from the null boundaries of the WdW patch.

The WdW patch action receives surface contributions (GHY terms) from the boundaries of the WdW
patch. The Poincaré horizon and the two joint terms (intersection of the null boundaries of the WdW
patch with the Poincaré horizon) make vanishing contributions. The only non trivial contribution comes
from the two null boundaries of the WdW patch.
The null boundaries of the WdW patch are defined by

(T − T∗) = ∓
√
klsA(U) ; where A(U) =

∫ U

ls/ϵ

dŨ

Ũ
√
h(Ũ)

. (4.104)

However, we will deform the pair of null surfaces to a single smooth timelike surface by introducing a
dimensionless parameter, ε,9

(T − T∗)2

kl2s
− (1 + ε)A2(U) = 0 . (4.105)

Taking differentials of both sides leads to,

h(U)dT 2 = (1 + ε)kl2s
dU2

U2 . (4.106)

Using (4.106), the induced metric on this timelike surface can be written as

ds2 = −εkl2s
dU2

U2 + h(U)(1− 4ϵ+ϵ−f(U))dX2 . (4.107)

The negative sign in the first term clearly indicates that this is a timelike surface. The unit outward nor-
mals to the surface (4.105) are,

nT = −(T − T∗)√
(1 + ε)2A2(U)− (T−T∗)2

kl2s

1√
kls
√
h(U)

, nU = −(1 + ε)A(U)√
(1 + ε)2A2(U)− (T−T∗)2

kl2s

U√
kls

, nX = 0.

(4.108)
The trace of the extrinsic curvature,

K ≡ ∇LnL = ∂Ln
L + ΓLLMnM = ∂Tn

T + ∂Un
U + ΓLLUnU , (4.109)

takes the form

K = 1
√
ε
√
kls(1 + kU2λ)

+ 1
√
ε
√
kls(1 + kU2λ′)

. (4.110)

Thus the GHY term for this surface in the null limit (ε→ 0) is

S∂WdW
GHY = 1

8πGN

∫
∂WdW

d2x
√
−γe−2(Φ−Φ0) (K + nµ∂µσ) ,

= lim
ε→0

Lx
√
k

4πGN

∫ ls/ϵ

0

dU√
1 + kU2λ′ ,

= cLx

3β′
H

ln

√1 + β
′2
H

4π2ϵ2
+ β

′
H

2πϵ

 .

In the UV, S∂WdW
GHY diverges as

lim
ϵ/βH≪1

S∂WdW
GHY = Lxc

3β′
H

ln
(
β

′
H

πϵ

)
+O

(
ϵ/β

′
H

)
. (4.111)

In the IR one can write

lim
ϵ/βH≫1

S∂WdW
GHY = Lxc

6πβ′
H

(
β

′
H

ϵ

)
− Lxc

144π3β
′
H

(
β

′
H

ϵ

)3

+O
(
β

′4
H/ϵ

4
)
. (4.112)

9This is distinct from the UV regulator, ϵ.
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4.6.1 Action Complexity
Putting together all the pieces, the full on-shell action over the WdW patch is obtained by summing over
the contributions (4.93),(4.95),(4.98),(4.101), and (4.111). In the UV regime or the linear dilaton region
( when ϵ/βH ≪ 1), the action complexity (obtained by summing over the contributions (4.94),(4.96),
(4.99),(4.102),and (4.111)) diverges as

CA = Lxc

3π2βH

[
β2
H

2πϵ2 − 2π log
(
βH
πϵ

)
+ π +O

(
ϵ

βH

)]
. (4.113)

Comparison this action complexity result with the (static frame) volume complexity expression (4.43)
reveals that the leading divergence structure ( the quadratic divergent term) and the constant term in
both cases are identical. The subleading logarithmic divergences differ by a negative sign. In the IR (
when ϵ/βH ≫ 1) the action complexity takes the form

lim
ϵ/βH≫1

CA = cLx
18π3βH

(
βH
ϵ

)2
+O

(
β5
H/ϵ

5
)
. (4.114)

Thus in pure AdS3 the action complexity goes to zero. This is in precise agreement with the analysis
performed in [74], a dimensional accident (there is a coefficient Cd = d − 2 in the pure AdSd+1 com-
plexity). Unlike the volume complexity, the action complexity decreases faster. A comparison between
volume complexity and action complexity is presented in figure 4.7.

ϵ

βH
′

Complexity


ϵ

βH
′


ϵ

βH
′

Figure 4.7: Comparison between CV and CA at zero temperature. For large ϵ/βH , the action
complexity decays much faster than volume complexity.

Thus overall, both the volume complexity and the action complexity diverges quadratically in the UV (
when ϵ/βH → 0). However, as ϵ/βH increases, the action complexity decreases (much faster than volume
complexity) monotonically eventually going to 0 in the deep IR. This discrepancy can be traced back to
the boundary being 1 + 1 dimensional, the action complexity has a coefficient Cd = d− 2. But in general
it is understood that complexity is arbitrary or ambiguous up to such numerical factors and in general
dimensions the volume and action complexity divergences will match both in the UV and IR.
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4.7 Action Complexity for null WAdS3

We conclude this work by presenting the results for the action complexity of the null warped AdS3 de-
fined by the limit λ = ϵ+ = 0. We refrain from taking this (singular) limit directly in the action complex-
ity expressions e.g. in (6.2), and instead work it out from scratch to be rigorous. This time dilaton field
is simply a constant e2Φ = g2

s , which points out to the fact the dual boundary theory, a WCFT has a
scale (Weyl) symmetry.
The null WAdS3 metric in stationary coordinates is

ds2 = k l2s
dU2

U2 − kU
2
(
1 + kU2ϵ2−

)
dt2 + 2

(
kU2

)2
ϵ2− dt dx+ kU2

(
1− kU2ϵ2−

)
dx2.

First we reorganize the null WAdS3 metric in the form

ds2 = kU2

1− kU2ϵ2−

[
l2s
(
1− kU2ϵ2−

)
(U2)2 dU2 − dt2

]
+ kU2

(
1− kU2ϵ2−

) [
dx+ kU2ϵ2−

1− kU2ϵ2−
dt

]2

. (4.115)

So the light rays (ds2 = 0) are then given by the equations/conditions,

dt2 = l2s
(
1− kU2ϵ2−

)
(U2)2 dU2,

dx = − kU2ϵ2−
1− kU2ϵ2−

dt.

These equations can be simultaneously solved by

t±(U) = T0 ± ls
∫ ls/ϵ

U
dU

√
1− kU2ϵ2−

U2 , (4.116)

x±(U) = x0 ∓ k lsϵ2−
∫ ls/ϵ

U

dU√
1− kU2ϵ2−

. (4.117)

Here the ± refer to the future and past directed light rays starting from the cutoff surface at x = x0, t =
T0. The WdW patch boundary at time T0 is then described by the null surface obtained by the collec-
tion of null rays obtained by varying U and x0. Assuming the range of x is from [−Lx/2,+Lx/2], one
sees that for a fixed U ,

dx = dx0.

As a result for the spacetime volume terms in the action (Ricci, cc, Kalb-Ramond piece etc.) the ranges
of integration are ∫

dx =
∫
dx0 = Lx ,

and ∫ t+(U)

t−(U)
dt = 2ls

∫ ls/ϵ

U
dU

√
1− kU2ϵ2−

U2 . (4.118)

4.7.1 Bulk Action terms
The supergravity action we are going to evaluate in the volume is

S = 1
16πGN

∫
dUdtdx

√
−ge−2(Φ(U)−Φ(0))

(
R− 4Λ− 1

12H̃
2 + 4gµν∂µΦ∂νΦ

)
.

Integral measure appearing in the string frame metric turns out to be

e−2(Φ(U)−Φ0)√−g = k3/2lsU .
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• Einstein Hilbert term in the action

SEH = 1
16πGN

∫
dUdtdx

√
−ge−2(Φ(U)−Φ(0)) (R− 4Λ) ,

= −
√
kLx

4πGN

∫
dU U

∫ l/ϵ

U
dU ′

√
1− ϵ2−kU ′2

U ′2 ,

= − cLx

24π
√
kϵ−ls

√kϵ−ls
ϵ

√
1− kϵ2−l

2
s

ϵ2
+ sin−1

(√
kϵ−ls
ϵ

) . (4.119)

• Kalb Ramond term in the action

SKR = 1
16πGN

∫
dUdtdx

√
−ge−2(Φ(U)−Φ(0))

(
− 1

12H̃
2
)
,

= −Lx
√
k

4πGN

∫
dU U

∫ ls/ϵ

U
dU ′

√
1− ϵ2−kU ′2

U ′2 ,

= − cLx

24π
√
kϵ−ls

√kϵ−ls
ϵ

√
1− kϵ2−l

2
s

ϵ2
+ sin−1

(√
kϵ−ls
ϵ

) (4.120)

• Dilaton term in the action

SKR = 1
16πGN

∫
dUdtdx

√
−ge−2(Φ(U)−Φ(0)) (4gµν∂µΦ∂νΦ) . (4.121)

On account of dilaton being trivially a constant, the dilaton has vanishing contribution towards
the gravitational action.

• Gravitational action volume contribution

S = 1
16πGN

∫
dUdtdx

√
−ge−2(Φ(U)−Φ(0))

(
R− 4Λ− 1

12H̃
2 + 4gµν∂µΦ∂νΦ

)
,

= − cLx

12π
√
kϵ−ls

√kϵ−ls
ϵ

√
1− kϵ2−l

2
s

ϵ2
+ sin−1

(√
kϵ−ls
ϵ

) , (4.122)

= −cLx6πϵ + ckϵ2−l
2
sLx

36πϵ3 +O(ϵ4−) .

The choice of the coupling is bounded from above by the UV cutoff via ϵ > ϵ−
√
kls.

4.7.2 GHY surface terms from null boundaries
Now for the GHY calculation let’s first check that there is no mixed/cross term in the induced metric
from the t, x part of the metric (4.115) by plugging in (4.116,4.117). For the future boundary of the
WdW patch, keeping in mind that dU < 0,

dt+ = −

√
1− kU2ϵ2−

U2 dU,

and,

dx+ = dx0 + ls
kϵ2− dU√
1− kU2ϵ2−

.
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Then, the t, x part of the metric simplifies to

kU2
(
1− kU2ϵ2−

) [
dx+ + kU2ϵ2−

1− kU2ϵ2−
dt+

]2

= kU2
(
1− kU2ϵ2−

)
dx2

0.

Similarly, one can also show that for the past boundary of the WdW patch, the t, x part of the metric
(4.115) becomes,

kU2
(
1− kU2ϵ2−

) [
dx− + kU2ϵ2−

1− kU2ϵ2−
dt−

]2

= kU2
(
1− kU2ϵ2−

)
dx2

0.

Now we can turn on the timelike deformation (note that this timelike deformation is a separate/disjoint
deformation of the future and past null surfaces),

(t− T0)2 = (1 + δ) l2s A2(U), where, A(U) ≡
∫ ls/ϵ

U
dU

√
1− kU2ϵ2−

U2 .

Plugging this in the t, U part of the metric (4.115), the timelike (near null) part of the induced metric on
the deformed surface is

kU2

1− kU2ϵ2−

[
l2s
(
1− kU2ϵ2−

)
(U2)2 dU2 − dt2

]
= −δ k l

2
s

U2 dU
2.

Thus the induced metric on the timelike deformed surfaces is,

ds2
γ = −δ k l

2
s

U2 dU
2 + kU2

(
1− kU2ϵ2−

)
dx2

0, (4.123)

and so √
−γ =

√
δk ls

√(
1− kU2ϵ2−

)
.

(The range of x-integration for this GHY term is
∫
dx =

∫
dx0 = Lx.)

Now to figure out the normal to the surface we first recall that on the timelike deformed surfaces the
changes in dt, dx, dU are constrained by the equations

dt = ∓
√

(1 + δ)ls

√
1− kU2ϵ2−

U2 dU, dx+ = dx0 ± ls
kϵ2− dU√
1− kU2ϵ2−

.

So on the deformed surface the (near null) timelike tangent vector can be taken to be,

Tµ1 ∝

1, ∓
√

(1 + δ)ls

√
1− kU2ϵ2−

U2 , ±ls
kϵ2−√

1− kU2ϵ2−


while the spacelike tangent vector can be taken to be,

Tµ2 ∝ (0, 0, dx0) = (0, 0, 1) .

Let the components of the normal vector be,

Nµ = (nU , nt, nx)

So the normal vector components satisfy the equation NµT
µ
1 = NµT

µ
2 = 0 or,

nU ∓
√

(1 + δ)ls

√
1− kU2ϵ2−

U2 nt ± ls
kϵ2−√

1− kU2ϵ2−

nx = 0.
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and
nx = 0.

Thus only nU and nt are non-zero. Thus the unnormalized normals can be taken to be,

nU = 1 nt = ± U2
√
δ + 1ls

√
1− kU2ϵ2+

nx = 0.

Let’s first start working with the upper portion of the timelike (near null) surface (regulating surface).
The normalised outward normal to the upper portion of the regulating timelike surface is

nU =
√
δ + 1U√
δ
√
kls

, nt = −

√
1− kU2ϵ2−√
δ
√
kU

, nx =
√
kUϵ2−√

δ
√

1− kU2ϵ2−

.

The trace of the extrinsic curvature is

K = ∇µnµ = ∂Un
U + ∂tn

t + ∂xn
x + (ΓUUU + ΓttU + ΓxUx)︸ ︷︷ ︸

1
U

nU ,

= 2
√
δ + 1√
δ
√
kls

,

= 2√
δ
√
kls

+O(δ1/2) . (4.124)

Now for the lower portion of the deformed timelike surface, the outward unit normal is

nU =
√
δ + 1U√
δ
√
kls

, nt =

√
1− kU2ϵ2−√
δ
√
kU

, nx = −
√
kUϵ2−√

δ
√

1− kU2ϵ2−

.

The normalization constant and the extrinsic curvature are same as that for the upper portion of the
regulating surface.
The GHY integral evaluates to be

SδGHY = 1
8πGN

∫ −L/2

L/2
dx0

∫ ls/ϵ

0
dU e−2(Φ−Φ0)√−γ(K + nµ∂µσ) ,

=
√
kLx

4πGN

∫ ls/ϵ

0
dU

√
1− kU2ϵ2− ,

= c

12π
√
kϵ−ls

√kϵ−ls
ϵ

√
1− kϵ2−l

2
s

ϵ2
+ sin−1

(√
kϵ−ls
ϵ

) . (4.125)

Full action complexity obtained by summing (4.122) and (4.125) evaluates to be zero. This, turns out to
a dimensional accident as has been noted earlier in [74], it is artifact of the fact that in dimension d = 2
the action complexity being proportional to ln (d− 1), vanishes. As has been pointed earlier, CA and
CV might actually correspond to be two different schemes [75] of defining complexity in the boundary
field theory. Since, we still do not yet have the field theoretic formulation of complexity at our disposal,
it would be a bit too early at this stage of development to try to relate it to the boundary behaviour of
complexity. However, we believe that once we have the complete field theoretic formulation, it will shed
light into this bizarre behaviour of vanishing complexity.
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4.8 Discussion & Outlook
In this work, we investigated aspects of the little string theory (LST), which is the holographic (bound-
ary) dual of a string theory in a target space that interpolates between AdS3 in the IR to an anisotropic
spacetime with a linear dilaton and NS-NS B-field that violates Lorentz isometry in the UV. This LST
can be regarded as a nonlocal Lornetz (boost) noninvariant UV deformation of a local CFT2 by ”single
trace” analogue of the usual irrelevant TT , JT , TJ operators. Our tool of investigation was holographic
complexity, specifically the holographic volume complexity (CV) and holographic action complexity
(CA) prescriptions. Our aim was to identify and, if possible, isolate the signatures of the Lorentz-violation
in holographic complexity. This work extends our previous work [132] in two respects. In our previous
work we looked at LST with just nonlocality (TT deformation) without turning on Lorentz-violating
couplings (JT , JT deformations), and we omitted the interesting or informative case of subregion com-
plexity. Here we summarize of our findings:

• Volume complexity was evaluated for two different frames related by a boost - namely the station-
ary and static frame, while the action complexity was evaluated only in the static frame. Both the
volume complexity and action complexity are UV divergent and hence manifestly regulator de-
pendent. In the regime where the UV cutoff (lattice spacing) is shorter than the Hagedorn scale
of the LST, the leading piece diverges quadratically with the UV cutoff (cf Eq. (4.29), (4.43), and
Eq. (6.2)). We identify this leading quadratic divergence as the characteristic signature of nonlocal
nature of the LST. Modulo an overall factor ambiguity (which is well known in the literature) the
leading divergences for both complexities (volume and action) in the static frame agree and have
the same sign.

• There are subleading logarithmic divergences in both volume complexity (4.43) and action com-
plexity expressions (6.2) which have the same magnitude but differ in sign. The universal coeffi-
cient (4.45) of this log divergent term can be interpreted as the total number of degrees of freedom
in the LST with the Hagedorn scale, βH treated as the lattice spacing.

• The characteristic length scale of nonlocality is different in the stationary and static frames. For
the stationary frame, this nonlocality scale is given by ρH = 2π√

3 ls

√
k
(
λ− (ϵ+ + ϵ−)2

)
while in

the static frame it is given by β′
H = 2πls

√
k (λ− 4ϵ+ϵ−). This effect of changing the nonlocality

scale upon boosting to a different Lorentz frame is the characteristic signature of the fact that the
theory is not boost invariant.

• In the opposite regime, when the UV cutoff is much larger than the nonlocality scale, the volume
complexity expectedly reduces to that of a local field theory having linear divergence (correspond-
ing to a single spatial dimension) (4.44) matching that of a CFT with the central charge equal to
the Brown-Henneaux expression derived from a pure AdS3 calculation. Similarly, in this limit the
action complexity too reproduces the expected pure AdS3 answer (4.114) [74, 73].

• The subregion volume complexity as a function of the subregion size (length), in both the station-
ary and static frames, displays a sharp transition as the subregion size is varied across a critical
subregion size in both frames. In the stationary frame this critical length is Lc = π

√
k λλ′

2√
µ ls) while

in the static frame this critical scale is L′
c = π

√
k λ

2 ls where λ′ ≡ λ− 4ϵ+ϵ− and µ ≡ λ− (ϵ+ + ϵ−)2.
We identify this phase transition of subregion volume complexity with the Hagedorn phase transi-
tion which have been previously observed in entanglement entropy as well as the thermodynamics
[105, 106].

• Upon setting λ = ϵ+ = 0, one obtains null warped AdS3 metric in the bulk (with nonzero dilaton
and B-field turned on). This point in the parameter space is out of the unitarity regime and hence
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corresponds to a boundary dual WCFT which does not admit a UV completion. Nevertheless, one
can still study it as an effective theory, which violates locality and Lorentz boost symmetry. The
volume complexity expression confirms that the UV cutoff (lattice spacing) cannot be made arbi-
trarily small and is bounded by the warping parameter ϵ−, namely ϵ >

√
klsϵ−. Below this the

volume complexity does not make sense (turns imaginary). The action complexity on the other
hand vanishes, perhaps due to a dimensional accident akin to the unwarped AdS3 case. The sub-
region volume complexity is a monotonically increasing function of the subregion size L, but there
is no Hagedorn like phase transition. Surprisingly, the holographic entanglement entropy of this
null warped AdS3 solution dual to the highly nonlocal, Lorentz violating WCFT has a logarith-
mic divergence, same as that of pure AdS3 dual to local CFT2. The universal coefficient of the log
divergence however receives a contribution from the warping parameter.

The analysis of holographic Wilson loop [104], holographic entanglement entropy [103, 128, 129, 106] and
thermodynamics [105, 119] for the LST naturally reveals the nonlocality scale through some pathologies
in the physical observables. For example, the free energy and the entropic c-function diverges as the RG
scale approaches the nonlocality scale of LST. The partition function in the thermodynamic limit de-
velops a branch cut singularity as the temperature approaches the Hagedorn temperature of LST. So it
is perhaps natural to expect that the subregion complexity would also show such singular/pathological
traits when the subregion size approaches the nonlocality scale. This was one of the main reasons to in-
clude the subregion complexity in this work. But to the contrary, In our analysis of holographic com-
plexity, we didn’t come across such pathologies.
It would be interesting to work out the action complexity in the stationary frame. This will entail solv-
ing a more involved technical problem of constructing WdW patches for stationary metrics [142, 143].
Although we don’t expect any radically different answers for the action complexity in the stationary
frame compared to volume complexity (as evidenced by the strong similarities in static frame counter-
parts), it will still be nice to close this gap. We leave this exercise for a future work as well.
So far everything we have done here corresponds to the zero temperature case. Since the LST is a non-
local theory for which we do not have much intuition, there might appear novel exotic divergences com-
pared to the zero temperature case - so perhaps it is important that one studies the finite temperature
case. In fact such a computation was performed in our previous paper [132] for the LST dual to M3.
There we computed the finite temperature the action complexity using the bulk dual black hole geome-
try. In particular, we consider the thermofield double state of two LST’s for which the dual bulk geome-
try is an eternal M3 black hole. Qualitatively, the action complexity10 at finite temperature showed the
same behavior as that of the zero temperature case. More importantly, no newer divergences compared
to the zero temperature case was found (perturbatively up to second order in finite temperature correc-
tions). For the JT , TJ deformed theory, such a black brane background dual to finite temperature LST
with JT , TJ deformations (thermofield double) was recently worked out [144]. It would be interesting to
carry out the computation of action complexity for this eternal black blane geometry - although from the
insights gathered from our past paper and the patterns established in the current work, we do not expect
to see novel UV divergence structures because for this LST Lorentz violating effects seem to be mixed
with nonlocality effects and they come in a single joint package. We leave this exercise for future work.
Finally, one needs to study the characteristics of holographic complexity for a larger class of nonlocal
theories, not necessarily LST as was done for the case of entanglement entropy [127, 135]. This will help
us settle the issue of the hypervolume UV divergence structure i.e., whether one should always expect a
general ”volume + 1” scaling for the leading term or something more complicated related to the cause or
origin of the nonlocality.
A well known issue in the holographic proposals for evaluating circuit complexity of the boundary theory

10For such a black brane bulk background analytic calculations of the maximal volume slice without any approx-
imations are not possible, and so we abandoned the volume complexity scheme. Instead we numerically computed
the action complexity exactly.
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is that there is neither any direct specification of the reference state nor the unitary gates (operators)
which constitute the circuits. These issues are still not settled in the holography literature. The only
thing one can definitively state is that In the AdS/CFT case the reference state is clearly not the CFT
vacuum, since the holographic complexity is nonzero for pure AdS geometry (equivalently the CFT vac-
uum state). We are unable to shed any further light on these issues in our current work. However, at the
end of the day, the LST2 we study is obtained by deforming a CFT2 by a set of irrelevant deformations.
Hence, we might as well use the exact same set of unitary gates and the exact same reference state as
used for the initial CFT2 which we UV-deformed. This is sensible since the LST complexity obtained
here smoothly go over to the CFT (pure AdS) complexity once the UV deformation parameters are set
to zero. We can comment on the target state though. In the CFT2 case the target state was the CFT
vacuum, invariant under the SL(2,R)×SL(2,R) symmetry. For the LST2 case obtained by a single trace
TT deformation of the CFT2 which was the subject of our last paper [132], the target state was the “no
string” vacuum state, the vacuum of the BRST cohomology of the coset SL(2,R)×U(1)

U(1) at zero temperature
[107]. For the LST in this paper, obtained after further breaking the Lorentz boost symmetry, it is not
yet clear that a coset description can be provided. The states can be labeled by the left over symmetry
generators corresponding to time translations, translation in the x-direction and the U(1) left and right
moving sector charges J, J . In fact the vacuum here has nontrivial quantum numbers, U(1) charge(s)
since after dimensional reduction of the y-circle the 3d bulk has nontrivial KK U(1) gauge fields turned
on.
Since this correspondence between LST and String backgrounds with asymptotically linear dilaton back-
grounds is a non-AdS/non-CFT case of holography, perhaps a more direct exercise would be to work
out the holographic dictionary in the vein of GKPW and/or as HKLL [145, 146, 147]. As we have al-
ready remarked in our previous work [132], one anticipates some surprising twists in the bulk-boundary
map/dictionary in this case because such maps will reconstruct local supergravity excitations in the
bulk, from nonlocal excitations of the LST in the boundary. In the traditional AdS/CFT setting such
local bulk reconstruction maps are to a great extent determined by the (conformal) symmetry preserved
by the boundary state, as well as locality/microcausality properties of the boundary CFT correlators, in
the HKLL recipe locality in the bulk directions parallel to the boundary is a simple and direct conse-
quence of boundary (CFT) locality, and the nontrivial challenge was to understand bulk locality in the
emergent radial (holographic) direction from the locality in the boundary (transverse) directions. How-
ever in the case of LST, the field theory is nonlocal and Lorentz symmetry is broken. It will be interest-
ing to identify which alternative properties of a nonlocal theory such as the LST plays the crucial role in
emergence of the quasilocal semiclassical bulk space in both radial as well transverse directions.
In our study of the null WAdS3 case, we observed a complicated dependence upon the UV cutoff as the
function of the lorentz violating coupling, this is also true for the timelike warping of the bulk. This is
consequence of the fact that dual field theory does not have a unitary UV completion. However, the
spacelike WAdS3 does have a well behaved UV complete dual field theory description in terms of what
is called the WCFT2 [148, 137] which is a highly nonlocal theory. It will be interesting to investigate the
features of this theory using the tool of computational complexity, where we expect the proper scaling
with system in the units of UV cutoff. This leads us to the subject of the next chapter where we try to
address exactly that.
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Chapter 5

Holographic Complexity of Warped
Conformal Field Theories

Holography [5, 6, 7, 97] has not only provided us with tools which have revolutionized our understanding
of phenomena in strongly coupled field theories, it has even led to the discovery of novel exotic phases
of strongly coupled field theories and led to the identification of new conformal field theories. One such
example are the Warped conformal field theories (WCFT) [148, 137], which are the proposed holographic
duals of warped AdS3 spacetimes [149]. WCFTs can be defined as the two dimensional field theories
with SL(2,R)R × U(1)L Kac-Moody symmetry, which is the local extension of the algebra of two global
translation and one global chiral scale symmetries. This is in contrast to the much older result [12] where
an unitary two dimensional QFT with global Poincaré and scale invariance,

x− → x− + a, x+ → x+ + b,

x− → λ− x
−, x+ → λ+x

+.

ends up having an enhanced to a direct product of two copies of the Virasoro algebra, corresponding to
two dimensional conformal symmetry,

x− → f(x−), x+ → g(x+).

if the dilatation operator has discrete non-negative spectrum. Here x± are the two dimensional light-
cone coordinates. In [148], however the field theory was assumed to possess only one-sided (chiral) global
scale invariance

x− → x− + a, x+ → x+ + b,

x− → λ− x
−.

There is a novel symmetry enhancement when one adds to the mix a chiral boost symmetry x+ → x+ +
ω x−. In such a case the symmetry algebra gets enhanced to an infinite dimensional symmetry algebra,
namely that of a semidirect product of a Virasoro algebra and a U(1) current algebra (Virasoro-Kac-
Moody algebra), corresponding to the so called warped conformal symmetry,

x− → f(x−), x+ → x+ + g(x−). (5.1)

Field theories possessing such a warped conformal symmetry are the WCFTs. Since then warped confor-
mal symmetry and WCFTs have been explored intensely using various field theory and holographic tools
- it is worth nothing a few prominent works here. See [137], for a discussion about representations of the
warped conformal symmetry and an analogue of the Cardy formula. Correlation functions have been

112



worked out [150]- two and three point functions get completely determined by the global warped confor-
mal symmetry, while the four-point functions are determined up to an arbitrary function of the cross ra-
tio. Several concrete examples of WCFTs have now been worked out, see [151, 152] for bosonic WCFTs,
and [138, 153, 154, 155] for fermionic WCFT models and [156] for supersymmetric WCFTs. For other
interesting works in WCFTs refer to [152, 131, 157, 158]. In this work we are particularly interested in
holographic WCFTs, which are dual field theory candidates to gravitational theories on warped AdS3
(WAdS3) spacetimes. WAdS3 are non-Einstein spacetimes which can be realized in topologically massive
gravity [159, 160, 161, 162, 163] or in string theory [164, 165, 166, 167, 117]. The asymptotic symmetry
group of these spacetimes is the semidirect product of a Virasoro algebra and a U(1) affine Kac-Moody
algebra [168, 169, 170, 171, 172]. These spacetimes are not asymptotically locally AdS, and hence they
expand the scope of holography beyond asymptotically AdS. In particular we are interested in spacelike
warped AdS3 spacetimes, which are obtained when a spatial line or circle is fibered over AdS2. Time-
like and null warped AdS3, where the U(1) fiber is timelike and null respectively, are known to contain
closed timelike curves (CTC) and hence are not expected to have sensible, well-behaved boundary duals.
Spacelike warped AdS3 spacetimes also admit black hole solutions [149].
Ideas from quantum information have brought new insights into various physics branches and had far-
reaching consequences. It has given a new perspective in interpreting several geometric objects in the
context of holography. A most studied information-theoretic tool is entanglement entropy. Typically, the
entanglement entropy is computed using the von-Neumann entropy after partitioning the systems into
two subsystems and tracing them out. This has been extensively explored in the context of AdS/CFT
[173] and the Warped holography [140, 174, 175, 139, 176, 177]. Another information-theoretic quan-
tity, primarily motivated by recent developments in black hole physics [46, 48], has come into the lime-
light is circuit complexity[72, 71]. In the context of holography, certain geometrical objects, e.g. maximal
volume of a particular codimension-one bulk slice (complexity = volume) [47], gravitational action de-
fined on Wheeler-DeWitt patch of a bulk Cauchy surface anchored at a specific time (complexity = ac-
tion) [49], are conjectured to be the gravity dual to the circuit complexity of the dual field theory state.
Circuit Complexity, an idea from the theory of quantum computation, basically quantifies the mini-
mal number of operations or gates required to build a circuit that will take one from a given reference
state(|ψR⟩) to the desired target state (|ψT ⟩). In recent times, circuit complexity has been explored in
the context of quantum field theory [178, 52, 56, 53, 59, 63, 179, 180, 81, 64, 67, 68, 181, 182, 183] 1.
In this chapter, we will explore complexity both from the field theory and gravity side in the context of
warped holography, complementing the studies of entanglement entropy in this context.
The constitution of the chapter is as follows. In section 5.1 we resort to holographic methods, in par-
ticular the complexity-volume (CV) prescription to compute the complexity of the warped conformal
field theories dual to timelike and spacelike warped AdS3 spacetimes realized in topologically massive
gravity theory. We find that for the timelike case, the dependence on the UV cutoff is rather compli-
cated - an indication of the fact the warped CFT is a nonlocal theory, but the holographic complexity
is not defined for a arbitrary values of the UV cutoff. The complexity is only well defined when the cut-
off is kept under a critical value determined by the warping parameter. Such a phenomenon has already
been observed in the case of complexity of field theories dual to null warped AdS3 spacetimes realized
in the context of TT , JT , JT deformed CFT2’s in previous chapter that appeared in [186]. Such compu-
tations lend credence to the claim that the warped CFT2’s which are dual to null and timelike warped
AdS3 spacetimes do not have an unitary UV completion.Then we work out the holographic complexity
of WCFTs dual to spacelike WAdS3 spacetimes. These are free from pathologies (i.e. are unitary and
UV complete) and the underlying symmetry structure is that of a semidirect product of a Virasoro and
a U(1) Kac-Moody algebra. The holographic complexity in this case scales extensively with system in
units of the UV cutoff, a trait which is perhaps more expected from a local CFT2, despite the fact that
warped CFTs are highly nonlocal theories. There is a nontrivial dependence on the symmetry parame-

1This list is by no means exhaustive. Interested readers are referred to these reviews [184, 185], and citations
are therein for more details.
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ters c, k. In particular the complexity does not scale linearly with the Virasoro central charge c as it did
in the case of local CFT2, but instead with the U(1) Kac-Moody level number, k. Although there is no
restriction on the cutoff in terms of the warping parameter, it can be arbitrary, the complexity is still de-
fined in a restricted domain of the parameter space of the symmetry algebra, namely c/k ≤ 25/8. Next
in section 3, we adopt the method of [81, 67, 64] to directly evaluate the circuit complexity of WCFT
employing the Kac-Moody symmetry gates by evaluating the complexity functional. We find that for
small c/k ratio but large k the answer is again proportional to k as what we obtain from the gravity
side. We conclude the section after an elaborate comparison with the results coming from holography.
Finally in Section 4, we discuss our results and provide an outlook for further future investigations.
We note that there have been other, complementary studies of complexity of warped conformal field the-
ories [187] as well holographic complexity of warped AdS3 black holes [188, 189, 190].

5.1 Holographic Complexity of warped CFTs
In this section our goal is to study the complexity of two dimensional WCFTs using holography i.e. us-
ing the dual warped-AdS3 solutions [References for WAdS/WCFT correspondence]. To be precise we use
the holographic volume complexity prescription [48, 46, 47]. Although timelike and null warped AdS3
spacetimes are not supposed to be dual to any UV complete boundary field theory we work out the holo-
graphic complexity of timelike WAdS3 for the sake of completeness. The holographic volume complex-
ity expression must exhibit a characteristic signature for the sickness of the boundary dual field theory.
The holographic of null warped AdS3 has already been considered in previous chapter [186] where it is
obtained as the holographic dual to a little string theory (LST) obtained as a single trace T T̄ , JT̄ , J̄T
deformation of a CFT2, for a very special case of the deformation parameters (λ = ϵ+ = 0). There it
has been observed that both the holographic volume and action complexity expressions become either
complex or ill-defined if the UV cut off is arbitrarily large. Sensible (real positive) complexity expres-
sions are only obtained when the UV cutoff is restricted by the warping parameter. Such a behavior of
the complexity clearly signals the UV incompleteness of the putative WCFT (in this case an LST) dual
to the null Warped AdS3. To avoid redundancy, we skip the null warped case as it was already revisited
in the previous chapter and in [186] and instead we begin our holographic computations with the case
of the timelike warped AdS3. We work specifically with the metric in a Poincaré patch of the timelike
warped AdS3, which can be obtained by taking the zero temperature limit of the warped black string
metric equation (4.10) of [174] as reviewed in the appendix D.
The metric in Poincarè patch is (C) in appendix D and reads

ds2 = −dt
2 + dx2 + dz2

z2 − λ2 (dt+ dx)2

4z4 .

As usual z = 0 is the (conformal) boundary, and the (warped) AdS radius is set to unity. Here λ is a
dimensionless parameter representing (timelike) warping.
In order to compute the volume complexity, we need to first work out the maximal volume spatial slice
Σ - a spacelike hypersurface anchored at a specific time (say T0) at the boundary which has the maxi-
mum volume among all spacelike hypersurfaces anchored at the same time, T0. The volume complexity
of the dual boundary theory at the time T0 is then proportional to the volume VΣ of the maximal vol-
ume slice Σ,

C(T0) = VΣ(T0)
GN l

(5.2)

Here l is a characteristic length scale of the geometry (which is a bit arbitrary to some extent). In the
present case we will take it to be the (W)AdS3 radius (which we have set to unity l = 1).
Let us parameterize a generic spatial surface (say γ) by t = t(z),∀x. Then the induced metric on this
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spacelike hypersurface is

ds2
γ =

(
1
z2 −

λ2t′(z)2

4z4 − t′(z)2

z2

)
dz2 − λ2t′(z)

2z4 dxdz + dx2
(

1
z2 −

λ2

4z4

)
.

The volume of the spacelike hypersurface γ is then,

Vγ =
∫
dx

∫ ∞

0
dz

1
z2

√
1− t′(z)2 − λ2

4z2 , (5.3)

Extremizing this volume functional leads us to the following Euler-Lagrange equation

z
(
4z2 − λ2

)
t′′(z) +

(
λ2 − 8z2

)
t′(z) + 8z2 t′(z)3 = 0 .

To solve this differential equation we assume the following ansatz for the spacelike slice anchored at the
boundary as

t(z):=T0 + T1z + T2z
2 + T3z

3 + T4z
4 + T5z

5 + T6z
6 + .... ,

when solved order by order in z. Since this is a second order equation, we need a second boundary con-
dition, which is the constraint that asymptotically this is a spacelike surface ( dtdz |z=0 = 0). The solution
to the Euler Lagrange equation is remarkably simple, it is the constant time slice t(z) = T0. However
plugging in the maximal volume slice t = T0, in the expression for the volume naively gives divergent
result since the space is noncompact. So we need to introduce a volume regulator in the form of a radial
cutoff, z = ϵ instead of integrating all the way to the boundary z = 0. After regulating the volume, one
obtains a finite (regulator dependent)2 expression for the volume complexity of warped CFT dual to a
timelike warped AdS3 spacetime to be

C = 1
GN

∫
dx

∫ ∞

ϵ
dz

1
z2

√
1− λ2

4z2

= Lx
GN

 1
λ

sin−1
(
λ

2ϵ

)
+ 1

2ϵ

√
1− λ2

4ϵ2

 (5.4)

There are several features to note in this expression for complexity. First and foremost is that unlike
that of a local CFT2, the complexity of a warped CFT does not diverge linearly with the cutoff ϵ. This
is consistent with the fact the warped CFTs are highly nonlocal, boost non-invariant field theories. The
second key feature is that for a fixed cutoff, the complexity is a nonanalytic function of the warping pa-
rameter λ - the complexity does not make sense for all real values of the warping parameter λ. Alter-
nately, for a fixed value of the warping parameter λ, complexity is a nonanalytic function of the cutoff
ϵ. In fact the cutoff cannot be made arbitrarily small, there is a restriction imposed on it by the warp-
ing parameter λ. In order for the above complexity expression to make sense, we must always restrict
the cutoff to 2ϵ ≥ λ. This pathology is similar in nature to as we encountered in the previous chap-
ter during our study of null WAdS [186]. This phenonmenon points out to the UV incompleteness of
the warped CFTs dual to timelike and null warped AdS3. (In case of null warped AdS3 it can be shown
that the dual LST has complex energy eigenvalues for energy scales large ϵ, thereby rendering the dual

2Note that just like entanglement entropy, complexity is also expected to be a manifestly (UV) cutoff depen-
dent quantity for a continuum quantum field theory. In addition, generically for a quantum theory where states
are described by a continuum of state vectors, the so called circuit complexity is intrinsically unbounded and
can only be defined provided one introduces a tolerance parameter which is a sort of minimal volume cell in the
Hilbert space of states. There have been attempts to define quantum complexity which is finite as well as tolerance
free but there is no unanimity in such approaches.
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theory nonunitary [105]. Also from the bulk sting background perspective, the transverse direction x
is a compact (closed), and there appears closed timlike curves once one crosses into the deep UV (near
boundary) region 2ϵ < λ. Then to obtain a causal macrosopic semiclassical bulk one is forced to truncate
the spacetime time region 2ϵ < λ, just as in the dual LST one is forced to truncate the theory beyond
a certain cutoff UV energy scales (Hagedorn) such that the spectrum of the truncated theory is real.
Such pathological features render the warped CFTs dual to timelike or null warped AdS3 spacetimes un-
suitable for further investigations and in the remainder on will concern ourselves with the warped CFTs
which are dual to exclusively spacelike warped AdS3

5.1.1 Holographic volume complexity of spacelike WAdS3

Here we consider the physically interesting case of warped CFTs dual to spacelike warped AdS3 space-
time. Spacelike warped AdS has isometry group SL(2,R) × U(1). The metric of spacelike WAdS3 solu-
tion is given by [149]

ds2 = l2

ν2 + 3

[
− cosh2 ρ dt2 + dρ2 + 4ν2

ν2 + 3(dt sinh ρ+ du)2
]
. (5.5)

When ν2 > 1 one obtains a spacelike stretched AdS3, while a spacelike squashed AdS3 is obtained when
ν2 < 1. Evidently ν2 = 1 case represents undeformed pure AdS3 spacetime. For computational conve-
nience, we make the diffeomorphism tan θ = sinh ρ, with 0 ≤ θ ≤ π/2 to bring the spacelike warped AdS3
metric to the following form

ds2 = l2

(ν2 + 3) cos2 θ

(
dθ2 − dt2 + 4ν2

ν2 + 3(dt sin θ + du cos θ)2
)
. (5.6)

As was done previously, the next step towards computing the holographic volume complexity is to lo-
cate the maximal volume slice. To this end, let us parameterize a generic spacelike hypersurface by the
condition t = t(θ) ∀u. Then the pullback metric on this spacelike hypersurface t = t(θ) is given by

ds2 = l2

(ν2 + 3) cos2 θ

[
−t′(θ)2 dθ2 + dθ2 + 4ν2

ν2 + 3
(
sin θ t′(θ) dθ + du cos θ

)2]
, (5.7)

with the volume

V = 2 l2 ν
(ν2 + 3)3/2

∫
du

∫
dθ

1
cos θ

√
1− t′2(θ) .

Extremizing the volume functional leads to the following Euler-Lagrange equation

−t′′(θ) + tan θ t′(θ)3 − tan θ t′(θ) = 0 . (5.8)

This second order nonlinear differential equation has following two nontrivial roots

t(θ) = c2 ± tan−1
( √

2 sin θ√
2c1 + cos 2θ + 1

)
, (5.9)

where c2 = T0 − tan−1
(

1√
c1

)
. If one works out the normals to the above hypersurface(s), one finds

nτ = 1 nθ = − cos(θ)√
c1 + cos2(θ)

nu = 0 , (5.10)
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with norm

n2 = −c1
(
ν2 + 3

)
cos2(θ)

l2 (c1 + cos2(θ)) .

Therefore, the hypersurface(s) represented by Eq.(5.9) is null at the boundary, θ = π/2 and we will
discard them as they do not represent maximal volume slices. However, a simple inspection of the Euler-
Lagrange equation (5.8) reveals that t′(θ) = 0 is also a solution to the Euler-Lagrange equation which
is manifestly spacelike all the way (its normal being timelike at the boundary). Selecting this constant
t spatial slice and evaluating the volume functional, we obtain the holographic complexity of spacelike
warped AdS3 is,

C = 2Lxl
GN

ν

(ν2 + 3)3/2

∫
dθ sec θ ,

= 2Lxl
GN

ν

(ν2 + 3)3/2

∫ 1/ϵ

0
dρ ,

= 2l
GN

ν

(ν2 + 3)3/2
Lx
ϵ
. (5.11)

Here we have introduced a radial cutoff ϵ (boundary UV cutoff) and an IR cutoff, Lx, in the transverse
boundary direction,

∫
du = Lx to regulate the complexity expression.

To translate this result in the language of field theory we use the WAdS3/WCFT2 holographic dictionary
[149, 171, 172, 191]. WAdS3 is realized in topologically massive gravity (TMG) as a classical solution
which is asymptotically AdS3 with radius l for every value of the gravitational Chern-Simons (CS) cou-
pling µ(> 0). The CS coupling, µ is related to the parameter ν appearing in the gravity solution, ν = µl

3 .
The phase space corresponding to the metric has asymptotic symmetry algebra is a semidirect product
of the Virasoro and Kac-Moody algebra with central charge c and the Kac-Moody level number k re-
spectively:

[Ln, Lm] = (n−m)Ln+m + c

12(n3 − n)δn+m ,

[Ln, Pm] = −mPn+m ,

[Pn, Pm] = −k2nδn+m , (5.12)

This asymptotic symmetry algebra is identified with the symmetry algebra of the holographic dual warped
CFT2. The holographic map between the boundary field theory parameters (c, k) and bulk gravity ac-
tion parameters (GN , l, ν) is [172],

c = 5ν2 + 3
ν (ν2 + 3)

l

G
, k = ν2 + 3

6ν
l

G
. (5.13)

Thus the final expression for complexity of warped CFT dual to spacelike warped AdS3 is

C = c̃
Lx
ϵ
, (5.14)

where the parameter c̃ is a rather elaborate function of the symmetry algebra parameters c, k,

c̃ = 5 5
2

2 11
2 3 1

2
k

(
3
5 −

√
1− 8c

25k

)(
1 +

√
1− 8c

25k

) 3
2

. (5.15)

for ν < 1.3416 while for ν > 1.3416,

c̃ = 5 5
2

2 11
2 3 1

2
k

(
3
5 +

√
1− 8c

25k

)(
1−

√
1− 8c

25k

) 3
2

. (5.16)
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The holographic complexity expression of the WCFT dual to spacelike WAdS3 ((5.14), (5.15) (5.16)) has
the following features of note,

• Complexity scales extensively with the number of lattice sites, i.e. system size in units of the UV
cutoff, C ∝ Lx/ϵ (here since the WCFT/system is spatially extended in one dimensions), much like
that of a local field theory CFT2. This is a bit counterintuitive since the WCFT is understood to
be a nonlocal theory.

• Unlike in the case of the WCFTs dual to timelike or null WAdS3 case, there is no restriction of the
UV cutoff ϵ on the warping parameter k/c. This affirms the fact that the dual WCFT to spacelike
WAdS is a unitary UV complete theory.

• In contrast to local CFT2, for which the holographic complexity is proportional to the Virasoro
central charge c, in the case of the WCFT2 it is proportional to c̃, which is a complicated function
of the Virasoro central charge and the U(1) Kac-Moody level. We note that the complexity only
makes sense for the range of parameters

c

k
≤ 25

8 . (5.17)

So there is no way to set k → 0 while keeping c finite.

• Finally we note that at ν = 3/
√

5 ≈ 1.3416 or equivalently c/k = 25/8, there is a phase transi-
tion in complexity corresponding to switching of the branches of the solution (5.15) to (5.16). The
branch which is connected to the unwarped pure AdS3 solution is represented by (5.15). One can
check that setting ν2 = 1 in (6.1) or equivalently by setting c = 2l

G , k = 2l
3G in (5.15) one gets the

pure AdS complexity3.

5.2 Circuit complexity for warped CFTs
To provide impetus to the holographic result, in this section we compute the circuit complexity for dual
warped conformal field theory using the approach as outlined in [81, 187].
Symmetry generators and their transformations:
As discussed in [148, 137], the Lorentzian theory has a global SL(2, R)R × U(1)L invariance. Further-
more, on the plane the algebra is defined by the commutators of the following operators [148, 137],

Tζ = − 1
2π

∫
dx− ζ(x−)T (x−), Pχ = − 1

2π

∫
dx− χ(x−)P (x−). (5.18)

The right moving and left moving modes are associated with x− and x+ respectively and T (x−), P (x−)
are the local operators (the stress-tensor and momentum operator) on the plane. The ground state of
the theory is invariant under the action of these symmetry generators.
To get an insight about the algebra, let us take an concrete example. If we go from a Lorentzian plane
(x+, x−) to a Lorentzian cylinder using the coordinate transformations x− = eiϕ and choose the test
functions

ζ(x−) = ζn = (x−)n = ei n ϕ,

χ(x−) = χn = (x−)n = ei n ϕ,
(5.19)

3Incidentally, one could perhaps attempt to extract the volume complexity of spacelike WAdS3 by taking the
zero temperature (and zero angular velocity) limit of the holographic volume complexity expression for WAdS3
black holes obtained in [190]. However that volume complexity expression does not reduce to the pure AdS volume
complexity when one sets ν2 = 1, in fact the divergences in volume complexity vanish entirely in the unwarped
pure AdS limit by setting ν2 = 1 and M = 0 in Eq. 4.6 of (5.15).
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then following [148, 137] one can show that that Fourier modes satisfy Virasoro-Kac-Moody algebra
mentioned in (5.12) with central charge c and the Kac-Moody level k after the following identification,

Ln = i Tζ2n+1 , Pn = Pχn . (5.20)

Note that, the T (x−) generates infinitesimal coordinate transformation for the coordinate x−. On the
other hand P (x−) generates the infinitesimal gauge transformations in the gauge bundle parametrized by
x+. Following [148, 137] we can write down the following transformation rules for T (x−) and P (x−)

T ′(w−) = f ′2 T (x−) + c

12{f, w
−}+ f ′g′P (x−)− k

4g
′2,

P ′(w−) = f ′P (x−)− k

2g
′,

(5.21)

where, f, g are two arbitrary functions and f ′ = ∂f(w−)
∂w− , g′ = ∂g(w−)

∂w− . Also we have used the fact that the
finite transformations for the coordinates going from (x−, x+) to (w−, w+) is of the form mentioned in
(5.1). Also, we can identify the Schwarzian term as,

{f, w−} = f ′′′

f ′ −
3
2
(f ′′

f ′

)2
.

Now again going back to the case of mapping the theory defined on a plane to a cylinder, using the
(5.21) we get,

Tα(ϕ) = −(x−)2 T (x−) + c

24 + i 2αx−P (x−) + k α2,

Pα(ϕ) = i x−P (x−) + k α
(5.22)

where we have used the following coordinate transformations,

x− = ei ϕ, x+ = t+ 2αϕ. (5.23)

α is an arbitrary tilt [148, 137]. The Fourier modes for Tα(ϕ) and Pα(ϕ) on the cylinder is defined as,

Pαn = − 1
2π

∫
dϕPα(ϕ)einϕ , Lαn = − 1

2π

∫
dϕTα(ϕ)einϕ . (5.24)

Then using the (5.22) we can relate the Fourier modes on the cylinder with those on the planes in the
following way,

Lαn = Ln + 2αPn −
(
k α2 + c

24
)
δn,

Pαn = Pn − k α δn,
(5.25)

where Ln and Pn are the Fourier modes defined on the plane.
We need to know one more thing before we proceed further. We will be requiring to know the expecta-
tion values of Tα(ϕ) and Pα(ϕ) with respect some primary states. From [148, 137] we know that they
are,

Tα(ϕ) = kα2 + c

24 , Pα(ϕ) = kα. (5.26)

Complexity measure for symmetry groups:
Now we use the method of [81] to compute the circuit complexity. In [81] authors have adapted the
methods for computing circuit complexity [72] for conformal field theory. We primarily follow their ap-
proach. Starting from a suitable reference state |ψR⟩ we can go a target state |ψT ⟩ by acting the refer-
ence state by a unitary operator

U(τ) =←−P exp
(
−i

∫ τ

0
H(τ ′)dτ ′

)
.
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At τ = 0 this U(τ) becomes identity operator so that we get the reference matrix. Then,

|ψT ⟩ = U(τ = T )|ψR⟩. (5.27)

Here we have assumed that we will reach the target state after τ = T time. The Hermitian operator
H(τ) is composed of a set of gates that satisfy a closed algebra and form a group. ←−P represents the
path ordering as these gates do not commute in general. In [81], the authors following the arguments of
[180] focuses on the symmetry group. Hence the gates are generated by the symmetry generators. This
method has been used to compute circuit complexity for Virasoro and Kac-Moody groups [64, 67].
Using appropriate representation we can identify the instantaneous gates Q(τ ′) = −iH(τ ′) as,

Q(τ ′) = 1
2π

∫
dx ϵ(τ ′, x)J(x), (5.28)

where J(x) is the conserved current and ϵ(τ ′, x) is the control functions which counts how many times
the particular generators have been acted at a given time τ ′. One can view the circuit as a path on the
underlying group manifold connecting two given points. For infinitesimally close points along the path
we can write down the following,

U(τ + dτ) = e−Q(τ)dτU(τ). (5.29)

We also we need to relate this control function with the group elements to compute the circuit complex-
ity. This can be done by noting the fact that under the symmetry transformations we can write the fol-
lowing for the group element g(τ, x),

g(τ + dτ, x) = eϵ(τ,x)dτg(τ, x), (5.30)

Then we can expand this to the first order we can relate the control function with the derivative of the
group element [81, 64]. It can be easily seen that, ϵ(τ, x) is nothing but the instantaneous velocity in the
group space.
Finally we need to specify a suitable functional assigning computational cost to all of these symmetry
transformations. In the original formulation by the Nielsen [72], typically one assign higher penalties for
those gates which are ‘difficult’ to construct. Here we will follow the approach of [81, 64] to assign same
cost all kind of symmetry transformations. Furthermore, following [81] we will define the cost functional
by evaluating the gates Q(τ) in the instantaneous state at time τ. This is different from the Nielsen’s
original formulation. For more details we discussions on this interested readers are referred to [81, 64].
We mainly use the following cost-functional,

F = |Tr[ρ(τ)Q(τ)]|. (5.31)

This is also known as “one-norm” cost-functional. There are plethora of choices for cost-functional. For
more details of possible choices for cost-functional interested readers are referred to [71, 58]. The density
matrix for the instantaneous state ρ(τ) in this can be generated from the initial density matrix ρ0 by
evolving with the unitary operator, ρ(τ) = U(τ)ρ0U

†(τ). Then (5.31) can be re-written as,

F = |Tr[ρ0Q̃(τ)]|, (5.32)

where, Q̃(τ) = U †(τ)Q(τ)U(τ). Furthermore the total cost can be found by integrating over this cost-
functional over the entire path connecting reference and target states.

C =
∫
dτF = 1

2π

∫
dτ
∣∣∣ ∫ dx ϵ(τ, x)⟨ψR|U †(τ)J(x)U(τ)|ψR⟩

∣∣∣, (5.33)

where we have used (5.28) and (5.32). Then we have to choose a suitable reference state and minimize
(5.33). Note that, (5.33) is a functional of the group path g(τ). By minimizing it we are finding the
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shortest path. Also as each path corresponds a circuit, shortest path corresponds to the optimal circuit.
Finally, evaluating (5.33) on this path will give us the complexity associated with the optimal circuit
which will take us from a given reference state to a desired target state.
Virasoro-Kac-Moody Circuit:
Armed with this discussion, now we turn our attention to the Virasoro-Kac-Moody symmetry group and
compute the circuit complexity using the methods discussed above. In [187], the author has initiated a
study regarding the circuit complexity for the Virasoro-Kac-Moody symmetry group. However, in [187],
only the complexity functional has been written. In this chapter, we have taken a concrete step to write
down the complexity functional and extremize it. This enables us to make a concrete comparison with
the results coming from holography. This is the first time such concrete comparisons are being made for
the complexity of warped holography to the best of our knowledge.
We now build the unitary circuit using the gates generating Virasoro-Kac-Moody symmetry [187]. The
instantaneous gates are defined as,

QT (t) =
∫ 2π

0

dϕ

2π ϵ(t, ϕ)Tα(ϕ),

QP (t) =
∫ 2π

0

dϕ

2π ϵ(t, ϕ)Pα(ϕ)
(5.34)

where, Tα(ϕ) and Pα(ϕ) are the stress-tensor and momentum operator defined on the cylinder (5.22).
The quantum circuit is then take the following form,

U(τ) =←−P exp
[∫ τ

0

(
QT (τ ′) +QP (τ ′)

)
dτ ′
]
. (5.35)

Next to compute the complexity functional (5.33) we have to do the following:

• We choose the reference state |ψR⟩ as the primary state |p, h⟩ of the underlying warped CFT [148,
137].

• To compute the following,

Q̃(τ) = U †(τ)
(
QT (τ) +QP (τ)

)
U(τ). (5.36)

we first note that, U(τ) is basically unitary representation of the symmetry group elements. Hence
acting U(τ) on QT (τ) and QP (τ), amounts to transform Tα(ϕ) and Pα(ϕ) using the transforma-
tion rules mentioned in (5.21). We then get the following,

U †(τ)TαU(τ) = f ′(τ, ϕ)2 Tα(ϕ) + c

12{f(τ, ϕ), ϕ}+ f ′(τ, ϕ)g′(τ, ϕ)Pα(ϕ)− k

4g
′(τ, ϕ)2,

U †(τ)PαU(τ) = f ′(τ, ϕ)Pα(ϕ)− k

2g
′(τ, ϕ).

(5.37)

Here, for a given path τ in the group manifold, f is the diffeomorphism on the circle just like the
Virasoro case [81, 64] and g provides a translation along τ for given ϕ. Note that in contrast to
[81, 64] we are using the notation f, g instead of F,G and to represent the inverse diffeomorphism
and vice versa. Our notation is more in line with the original literature in the context of coadjoint
orbit action in 2D gravity [?].

• Also we relate the velocity (the control functions) ϵ(τ, ϕ) with the group parameters. Note that,
we can identify it as the instantaneous velocity in the group space from (5.30) just like the case
of Virasoro [81, 64]. Hence following, the similar computation done in [81, 64], it can be related
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to the derivatives of diffeomorphism on the circle, i.e for an infinitesimal change in τ, the how the
diffeomorphism over the circle changes. So we get the following [81, 64],

ϵ(τ, ϕ) = − ḟ(τ, ϕ)
f ′(τ, ϕ) (5.38)

Also, henceforth we will omit the arguments of the functions f, g and denote the τ and ϕ deriva-
tive as by “(˙)” and ( ′ ) and respectively.

• Finally we replace the expectation values of Tα(ϕ) and Pα(ϕ) with respect to the primary states
in the complexity functional (5.33) by the relations mentioned in (5.26).

Then putting all this together from (5.33) we get,

C = 1
2π

∫ T

0
dτ

∫ 2π

0
dϕ
∣∣∣− ḟf ′ T0 −

c

12
ḟ

f ′ {f, ϕ} − ḟ g
′ P0 + k

4
ḟ

f ′ g
′2 − ḟ P0 + k

2
ḟ

f ′ g
′
∣∣∣ (5.39)

where, T0 = ⟨h|Tα(f, g)|h⟩ and P0 = ⟨h|Pα(f, g)|h⟩. We have chosen the reference state |ψR⟩ as the pri-
mary state |h⟩. Next we minimize (5.39) with respect to f and g. Note that, there is no ġ. So we obtain
the following constraint condition for g′,

g′ = β(τ) + ḟ P0

(k/2)(ḟ/f ′)
− 1. (5.40)

Here β(τ) is an integration constant which will be determined from the initial conditions. Next using
(5.40) we can eliminate g′ from (5.39). We get,

C = 1
2π

∫ T

0
dτ

∫ 2π

0
dϕ
∣∣∣ḟf ′

(
T0(f) + P0(f)2

k

)
+ ḟ

f ′

( c
12{f, ϕ}+ k

4
)
− β2f ′

k ḟ

∣∣∣
= 1

2π

∫ T

0
dτ

∫ 2π

0
dϕ
∣∣∣ Ḟ
F ′

(
T0(ϕ) + P0(ϕ)2

k

)
− Ḟ

F ′
c

12 {F, ϕ}+ ḞF ′ k

4 −
β2 F ′

k Ḟ

∣∣∣ (5.41)

Here in the second line we have expressed the action in terms of the inverse diffeomorphism, F , defined
by F (τ, f(τ, ϕ)) = ϕ). Now using (5.26) we finally we get,

C = 1
2π

∫ T

0
dτ

∫ 2π

0
dϕ
∣∣∣ Ḟ
F ′

(
2k α2 + c

24 −
c

12 {F, ϕ}+ F ′2 k

4 −
(F ′

Ḟ

)2β2

k

) ∣∣∣ (5.42)

Next we minimize (5.42). Then the Euler Lagrange equation is,

c
12

Ḟ
F ′

(
− F ′′

F ′2 − 6F ′′3

F ′4 + 6F ′′ F ′′′

F ′3 −F ′′′′

F ′2 + Ḟ ′

Ḟ F ′ + 9F ′′2 Ḟ ′

Ḟ F ′3 − 4F ′′′ Ḟ ′

Ḟ F ′2 − 6F ′′ Ḟ ′′

Ḟ F ′2 + 2 Ḟ ′′′

Ḟ F ′

)
+k Ḟ

F ′

(
4α2 Ḟ ′

Ḟ F ′ − Ḟ ′ F ′

2 Ḟ −
4α2 F ′′

F ′2

)
+ 1

k
F ′

Ḟ

(
− 2ββ̇

Ḟ
+ 2β2F̈

Ḟ 2 −
2β2Ḟ ′

F ′Ḟ

)
= 0.

(5.43)

This is a nonlinear partial differential equation of very cubic order and it is not a priori obvious what
are the consistent boundary and initial data on F, Ḟ , F ′, F ′′ which will lead to the existence of an unique
solution. The questions of consistent initial and boundary data, existence, uniqueness, boundedness of
the solution etc.of this equation can perhaps be taken up in a future investigations. For now we content
ourselves by arriving at a solution by plain guessing since for the purpose of this paper, any solution will
allow us to make an estimate of the circuit complexity and afford a comparison with the holographic
complexity computed in Sec. 2. By simple inspection, the most obvious solution of (5.43) is Ḟ = F ′ = 0
when β̇ = 0, which yields

F (τ, ϕ) = c1 τ + c2 ϕ+ c3 & β = constant (5.44)
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where, c1, c2, c3 are constants. One can try to look for more general solutions which To be a diffeomor-
phism, F (τ, ϕ) must have the same period as ϕ (for fixed τ) i.e [81],

F (τ, ϕ+ 2π) = F (τ, ϕ) + 2π. (5.45)

So from (5.44) we get,

c2 = 1 . (5.46)

Also, F (0, ϕ) = ϕ is the initial condition [81]. This implies, c3 = 0. Finally we are left with the following,

F (τ, ϕ) = c1 τ + ϕ . (5.47)

Putting (5.47) in (5.42) we get,

C = 1
2π

∫ T

0
dτ

∫ 2π

0
dϕ
[
c1
(
2k α2 + c

24 + k

4
)
− β2

k c1

]
= c1 T

(
2k α2 + c

24
)

+ c1 T
(k

4 −
β2

k c2
1

)
. (5.48)

The undermined coefficient c1 is determined from the choice of the target state. The expression for com-
plexity contains a dependence on the tilt parameter α and “time”, T which labels the final (target) state
in the trajectory (orbit) of the Kac-Moody symmetry gates. As remarked before the tilt parameter α is
arbitrary for simplicity we can even set it to unity. In this formulation of complexity, there is no scope of
any dependence of complexity with system size. Before we end this section, there are a few comments in
order.

• Among various other choices for complexity functional, there is one other commonly use functional
which can be defined as, F =

√
−Tr[ρ0 Q̃2(τ)]. For our case then the complexity will take the

following form,

C =
∫ T

0
dτ

√
−Tr

[
ρ0 (Q̃2

T (τ) + Q̃2
P (τ))

]
. (5.49)

It has been argued in [81] this will give the same complexity as before in large c limit. This is in-
deed the case for Virasoro symmetry group. Unless we take large c limit we can not expect that
this complexity functional will give the same value as what we have quoted in (5.41).

• For our case it is natural that we have to take a large k limit as well since the leading semiclassical
limit is defined by l/GN ≫ 1 which mandates large c, as well as large k since ν is order one). If
we take c

k small but finite while taking k large then, from (5.48) we can easily see the complexity
becomes proportional to k:

C ∼ k c1
(
2α2 + 1

4 + c

24k
)
T (5.50)

This is similar to the result obtained from the holography which is also proportional to the k in
this limit as evident from (5.14), (5.15) and (5.16).

• Last but the not the least, unlike the gravity result, we do not get any UV cut-off dependence
(short distance singularities) in the complexity! In fact this supposed to be case, for Virasoro
group also as mentioned in [64, 67]. So it will be tempting to use the other methods e.g. Fubini-
Study approach [68, 67, 181] and try to get a more precise match.
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5.3 Discussions
WAdS3/WCFT2 duality allows us to explore holography beyond asymptotically AdS spacetimes. WCFTs
are nonlocal quantum field theories characterized by the infinite dimensional symmetry algebra, namely
the Virasoro-Kac-Moody current algebra. In this work we have probed WCFTs by means of circuit com-
plexity, a novel tool which has traditionally been used in quantum information and computation the-
ory, but has gained importance in black hole physics and holography of late. In particular we studied
the WCFT complexity in two independent schemes. First is the holographic volume complexity scheme
and the other is the recently proposed circuit complexity based on circuits constructed purely by means
of unitary gates which are the Kac-Moody symmetry transformations. We mainly focused on WCFTs
which are putative duals of spacelike warped AdS3 since the WCFTs dual to timelike or null warped
AdS3 are not expected to have unitary UV completion. (While discussing holographic complexity, we
did discuss the timelike warped AdS3 case just to illustrate the point that the complexity expression be-
comes nonanalytic and develops cuts when the UV cutoff is made arbitrarily small signaling UV incom-
pleteness of the dual WCFT). For spacelike warped AdS3 case, the dual WCFT2 holographic complexity
turns out to be linearly divergent. This is rather counterintuitive because such linear divergences are
expected for local CFT2 while WCFTs are nonlocal field theories. However, such a trend has been true
for other observables like WCFT entanglement entropy [140, 139] which does display logarithmic diver-
gence characteristic of local CFT2s. The coefficient of the complexity linear divergence for CFT2 is the
central charge (up to a numerical factor), while for the case of WCFT2 we see that this coefficient is a
rather elaborate function of the Virasoro central charge, c as well as the U(1) Kac-Moody level num-
ber, k and the complexity only makes sense for the range of parameters in the domain c/k ≤ 25/8. So
there is no simple way to take a large c limit while keeping k fixed, in fact one has take both c, k large
while maintaining c/k ≤ 25/8. However, one can take k large while keeping the ration c/k fixed, and in
this limit, the holographic complexity has a leading behavior proportional to k. From the holographic
standpoint, one might think of employing other schemes such as the action complexity. However we re-
call that for the case of CFT2 dual to pure AdS3, the action complexity vanishes due to dimensional ac-
cident (in arbitrary boundary spacetime dimensions, say d, the action complexity is proportional to a
factor ln(d− 1)) [74]. Analogous vanishing of the action complexity has also been observed in the null
warped AdS3 [186] so we do not pursue this direction here in this work. See [188] for a calculation of the
divergence-free time-rate of action-complexity growth in warped AdS black hole geometries.
Next we looked at the circuit complexity of WCFT based on a proposal [64] which advocates the use of
the unitary gates corresponding to (exponentiating) Kac-Moody symmetry generators. Note that, the
complexity functional mentioned in (5.39) is not actually geometric action functional supported on the
coadjoint orbits of the Virasoro-Kac-Moody symmetry group 4. In [64], a modification of the proposal
advocated in [81] has been given. It will be interesting to use that modification to obtain a complexity
functional for our case which will be same as warped coadjoint orbit action. Furthermore, extremizing
the complexity functional(5.39) leads to a highly nonlinear PDE which seems intractable. But by simple
investigation, we find can a special solution where the derivatives f ′, ḟ are constants. This choice yields
a very simple looking expression for the circuit complexity, one which depends on the symmetry param-
eters c and k, and the path length T between the reference and the target state. Of course it would be
ideal if one could somehow arrive at a more general solution of the complexity functional extremization
conditions, and figure out the most generic dependence on the parameters c, k. We leave that general
analysis for future work. Since the complexity functional is proportional to the action on the coadjoint
orbit and not physical space, there is no dependence on the system size. Also, by construction, this com-
plexity functional is tolerance free and free from UV divergences. Thus perhaps one cannot perform a
direct comparison of the resulting expressions of the two schemes of holographic complexity and circuit
complexity employed here, apart from the fact that both are proportional to k in the leading order.
In Nielsen’s original formalism [72, 71, 63], this C in (5.33), can furthermore be related to the number

4This is also true for the Virasoro case if we simply follow the approach of [81].
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of gates, which in turn then make the complexity dependent on the system size. One first needs to per-
form that analysis for this case in order to relate the C that we have computed in (??) with the num-
ber of gates constituting the circuit. Also, one important thing that we have to keep in mind is that the
penalty factor played an important role in such analysis. In our case, we have not penalized any gates.
We leave these important issues for future investigations. Apart from this, it will be also interesting to
investigate circuit complexity using other methods eg Fubini-Study, path integral approach along the
lines of [181, 67, 92, 57, 61]. Last but the not the least, it will be worthwhile to investigate operator
complexity related with the Hamiltonian evolution. In that context an useful approach might be to con-
sider recently proposed ‘Krylov complexity’ [192] for our case. Again we hope to report on this issue in
near future.
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Chapter 6

Quantum complexity and bulk timelike
singularities

The issue of the resolution of spacetime singularities in general relativity is one of the biggest unsolved
questions in quantum gravity. Spacetime singularities are inevitable end-points in gravitational collapse
matter [193, 194]. In such situations, general relativity breaks down and new UV physics is believed
to take over. It is a general consensus that this new physics will resolve the singularities by smoothing
them out, e.g. in string theory, the physics of new degrees of freedom such as strings and branes might
remove or resolve the singularities arising in semiclassical gravity [195]. Various isolated examples of
singularity resolution are known in string theory, eg. [196, 197] (see [198] for an overview). However,
it is fair to say that so far in string theory (or for that matter in any UV-complete theory of quantum
gravity), there is no universal or systematic mechanism for resolving generic spacetime singularities.
Spacetime singularities come in three varieties, namely spacelike, timelike and null. Spacelike singular-
ities those where entire space essentially ends or collapses at some given moment of time, e.g. the big
bang (crunch) cosmological singularity or at the heart of neutral black holes. Since all of space collapses,
there is no way to evade or avoid this crunch. Timelike singularities, on the other hand, are localized
in some compact spatial region and one can in principle stay away from it at all times. Being timelike,
some timelike singularities extend all the way up to past timelike infinity and thus constitute a singular-
ity in the initial (metric) data itself! No wonder many researchers perhaps regard timelike singularities
as representing unphysical or pathological configurations which should not be part of any UV complete
theory of gravity. However, there are no rigorous results regarding the necessary and/or sufficient con-
ditions in string theory which govern the resolution of generic timelike singularities. Part of the reason
why generic spacelike singularities, especially cosmological singularities have been intractable in tradi-
tional worldsheet sigma model based string theory approaches is due to the fact that these backgrounds
are time-dependent and they explicitly break supersymmetry thereby lacking analytical control. See
[199, 200, 201, 202, 203] for some attempts towards this direction. Some have argued in favour of re-
placing the cosmological singularity by a closed string tachyon condensate [195, 204] building on Sen’s
idea [205] of the rolling open string tachyon on an unstable brane. Finally nonperturbative setups such
as Matrix Models [206] and the AdS/CFT correspondence has been applied to treat cosmological singu-
larities [207, 208, 209] with modest success. There has been some efforts in dealing with the resolution
cosmological singularities in the higher spin gravity set up in as well, see e.g. [210, 211] in the context
of 2 + 1-dimensions where the singularity turns out to be a gauge artifact - by performing a higher spin
(spin 3) gauge transformation the metric becomes regular! However, in some respects this is unsatisfac-
tory as turning on higher spin gauge fields can perhaps have more dramatic consequences for observers.
The present work has origins in some previous work [212, 75] where it was shown that the notion of com-
plexity adds new ways aiding in the investigation/ interpretation or resolution of a class of cosmological
singularities like AdS-Kasner singularity, topological crunch singularity and de Sitter crunch singular-
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ity. Holographic complexity is a promising candidate towards providing essential insight in capturing the
physics of the singularities. Most transparently, in the action complexity formulation, where the WDW
patch receives a direct contribution from the singularity, seems to be an appropriate tool to probe the
singularity. In fact, despite appearances, the action and volume complexity seem to agree, this renders
complexity in general a viable tool in the investigation of bulk containing the singularities. Those studies
clearly suggested that the complexity exhibits a monotonic decrease as one approaches the singularity.
This monotonic decrease points to the fact that CFT quantum states have low quantum entanglement
at the singularity. This phenomenon is reminiscent of the firewall phenomenon, where the disentangling
of gravity degrees of freedom across a black hole horizon leads to the appearance of a naked singularity
dubbed as the firewall [213]. Motivated by the success of this previous work [212, 75], in this work we
turn our attention towards the study of naked timelike singularities. Naked timelike singularities are rife
in bottom-up holography, in particular in metrics obtained as solutions to the effective holographic the-
ories at zero temperature. Such singularities can be expected, at times, to be resolved by lifting them
to full ten-dimensional SUGRA or by the inclusion of string/D-brane states1. The important question
that concerns us is whether a given naked timelike singularity in semiclassical gravity is resolvable in a
UV-complete quantum gravity theory e.g. string theory. The chief criterion to answer that issue in the
literature is called Gubser criterion[216, 217]. Gubser criterion implies that
Naked singularities arising in bottom-up holography (effective holographic setups) that can be obtained
as the extremal deformations of regular blackholes are resolvable in full ten-dimensional (UV complete)
string theory.
In the following sections, we intend to explore the complexity of the class of spacetimes which comprises
of naked timelike singularities. We will first study the simplest negative mass Schwarzschild-AdS space-
time and draw important conclusions regarding the behavior of the complexity. Later we will go ahead
and study more complicated examples comprising of the timelike singularities in Kasner and Einstein-
Dilaton system.
In AdS/CFT, the dual CFT picture that emerges of the eternal AdS black hole is that of a entangled
state of the two copies of CFT living on the asymptotic regions called the thermofield double state [28].
Two such boundaries are joined by an Einstein-Rosen bridge in the bulk spacetime. This ER bridge in
the bulk continues to grow long after the boundary field theory attains thermal equilibrium. The spirit
of AdS/CFT correspondence begs an answer to the natural question of what dual quantity would suffice
to capture this late-time growth.
Susskind conjectured two geometrical duals to address this question and are subsequently called the
Complexity Volume [48] and the Complexity Action [49][50] conjectures hereafter paraphrased by CV
and CA conjecture respectively.
CV conjecture tries to quantify the difficulty in sending a signal across ERB. It proposes that the com-
plexity of the field theory is given by the volume, V of the maximal spacial slice extending into the bulk
and terminating on the boundary at the spacial slice on which the quantum state resides. Quantita-
tively,

CV (T ) = Vmax(T )
GNL

, (6.1)

where V (t) is the maximal volume of the spacelike slice anchored at the boundary time, T . And L is
some characteristic length scale associated with the spacetime bulk like AdS radius or horizon radius.
However, the choice of this background dependent quantity is ambiguous.
The CA conjecture [49][50] quantifies the holographic dual to the quantum complexity by evaluating the
classical bulk action on the Wheeler-DeWitt patch (Wheeler-deWitt patch is the union of all the space-
like slices which extend into the bulk and terminate on the same given spacial slice on the boundary).

1There are some isolated examples of the resolution of some innocuous timelike singularities in string theory
e.g. the enhancon [214] where a singular D-brane geometry is resolved when on zooms in close to the singularity
and one finds that the D-branes form a shell with flat metric in the interior [215].
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Action complexity conjecture posits that, the complexity of the boundary state at time, T is given by

C(T ) = IWdW (T )
πℏ

, (6.2)

where IWdW is the bulk action evaluated on the Wheeler de Witt patch (domain of dependence) for a
timelike slice at a time, t. Since there is no matter in the bulk, the action is given by [74, 73] the gravi-
tational part

IWdW = 1
16πGN

∫
WdW

dd+1x
√
g (R− 2λ) + 1

8πGN

∫
∂WdW

ddx
√
hK

− 1
8πGN

∫
Σ
dλdd−1θ

√
γκ+ 1

8πGN

∫
Σ
dd−1x

√
σa .

The first term comprise of the bulk Einstein-Hilbert action term with the cosmological constant, and
for the rest of this work, the Gibbons Hawking boundary term will be evaluated at the timelike bound-
aries. The third term is the boundary term for the null boundaries of the WdW patch and the constant
κ comes from writing out the null geodesic equation for the outward directed normal for the null surface,
k

kµ∇µkν = κkν .

There are also the joint contributions which are codimension-two surfaces formed by the intersection
of the null-null or null-timelike surfaces. The null boundary contributions are in general complicated
and we have just written them out for the sake of completeness. In the entirety of this chapter, we will
use the alternative prescription proposed in [75] of simplifying the calculations by deforming the light-
like boundaries into timelike surfaces and then taking the null limit. This prescription is particularly
advantageous for two reasons, first we don’t have to deal with the null-null joint pieces which will get
smoothed out into the timelike surface, and secondly, we will be able to use the GHY prescription to
deal with the timelike boundaries instead of the different prescription by [76] to deal with the lightlike
boundaries, thereby making our job a lot easier. We will still have to include the last term for the inter-
section of two timelike surfaces for which, a = log |n1.n2| where ni’s are the outward unit normals to the
timelike surfaces.
There some operational advantages in choosing action complexity over volume complexity, the foremost
is that, unlike volume complexity, action complexity does not depend upon quantities like arbitrary
length scales. The second advantage of action complexity of is that solving for volume complexity is gen-
erally a hard variational problem which requires maximization unlike the action complexity wherein one
is only required to evaluate the integrals. On the other hand, in geometries which have lesser symmetry,
constructing the WdW patch is in itself a nontrivial exercise but the maximal volume slices are relatively
easier to construct [186, 218].
The plan of the chapter is as follows. In Sec. 6.1 we study the negative mass Schwarzschild AdS geom-
etry. This is known to have a pathological boundary dual, namely a CFT with no stable ground state.
This geometry evidently violates the Gubser criterion since it cannot be realized as the extremal (zero
temperature) limit of the positive mass Schwarzschild-AdS (SAdS) black hole or for that matter any
asymptotically AdS geometry with a cloaked singularity. We first compute the action complexity nu-
merical for a range of the parameters namely the mass parameter, the bulk IR cut off. The action and
volume complexity are found to be positive in all cases and display the UV divergences characteristic
of a local dual field theory. However both the action and volume complexity are found to lower than
that of empty (global) AdS! We take this observation to be a clear sign of pathology - anything hav-
ing a holographic complexity lower than empty AdS must imply instability of the dual CFT/ quantum
gravity theory. Next, in Sec. 6.2, we look at an anisotropic asymptotically AdS geometry which is the
timelike counterpart of AdS-Kanser spacetime. This contains a naked timelike singularity which too is
not allowed according to the Gubser criterion - it cannot be obtained as the extermal limit of a cloaked
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singularity and instead is obtained via a Wick rotation of the more familiar spacelike Kasner-AdS space-
time. We compute the action complexity analytically for this case, and just like in the negative mass
Schwarzschild AdS case, we find that it has a lower action complexity than empty (Poincaré) AdS space-
time. Thus according to formulated complexity criterion, this solution should not be admissible or real-
izable as semiclassical geometry in any UV complete theory of quantum gravity. Next we work out the
volume complexity of this timelike Kasner-AdS geometry and we find that for the range of Kasner ex-
ponent, α < 2/3, the volume complexity is lower than that of empty AdS and thus must be ruled out.
However for the complimentary range of values of the Kasner exponent, 2/3 < α < 1, the volume com-
plexity is larger than empty Poincaré AdS, and thus appears to be an allowable singularity! We conclude
that action complexity is as good a tool to diagnose admissible naked timelike singularities as Gubser
criterion, but volume complexity is not a reliable probe. Encouraged by the results of these two types
of timelike singularities, we move on to naked singularities arising in the (asymptotically AdS) Einstein-
Scalar system in Sec. 6.3. These solutions are characterized by two parameters, Q,α. While Q can be
any positive number, α lies in the restricted range (0, 1). We show that according to the Gubser criterion
when α ≥ 1√

3 , the geometry contains an admissible naked singularity while for the complimentary range
α < 1√

3 the singularity is not admissible anymore. Following this we compute the action complexity
(both analytically and numerically), and find that for α < 1√

3 the action contains a negative divergent
contribution arising from the singularity, while for α ≥ 1√

3 , the complexity is positive and larger than
that of empty (global) AdS4. Thus action complexity criterion is in perfect agreement with the Gubser
criterion on the appearance of naked timelike singularities in a UV complete quantum gravity theory.
We compute the volume complexity next and find that, unlike action complexity, it does not show a sud-
den jump from negative to positive as the parameter α is dialed from 0 to 1. Thus, once again volume
complexity fails to discriminate between forbidden and admissible naked timelike singularities. We con-
clude our work in Sec. 6.5 by discussing our results and provide an outlook for the future investigations
to further test our complexity criterion.

6.1 Negative mass Schwarzschild-AdS singularity
Before delving into a case study of the timelike singularities appearing in the effective holographic the-
ories, we would first like to try out a warm-up example of a timelike singularity, the field theory dual to
which is known to be pathological. The boundary theory is pathological in the sense that it does not
admit any ground state and the corresponding bulk dual is the negative mass Schwarzschild in AdS
spacetime. The negative mass Schwarzschild-AdS geometry is a vacuum solution to the Einstein field
equations with a negative cosmological constant, λ = − (D−1)(D−2)

2 l2 . It is described by the metric (in
Schwarzschild coordinates)

ds2 = −f(r)dt2 + dr2

f(r) + r2dΩ2
D−2 , (6.3)

where the redshift factor,

f(r) = 1 + r2

l2
+ µ

rD−3

has an opposite sign mass term compared to the usual Schwarzschild geometry. Consequently, there is
no coordinate singularity at hypersurface r = 2M , and nor is the boundary of a trapped surface hori-
zon, i.e. an event horizon. However, the hypersurface r = 0, which is a timelike hypersurface, is still a
curvature singularity, and is not hidden behind an event horizon. In other words, the bulk geometry con-
stitutes of a naked timelike singularity. The chain of arguments provided in [219] necessitates the theory
of Quantum Gravity (QG) to admit certain kinds of unresolvable timelike gravitational singularities. In-
stead, the lack of such singularities would often result in a badly behaved theory e.g. the instability of
the groundstate. As alluded to earlier, the negative mass Schwarzschild-AdS bulk geometry supplies such
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Figure 6.1: Penrose diagram for negative mass timelike Schwarzschild AdS geometry. The region
shaded in pink is the WdW patch corresponding to boundary time T .

an example geometry which is known to have a sick (unphysical ) holographic dual, namely a field the-
ory with a ground state whose energy is unbounded from below [219], this background clearly violates
the Gubser criterion.
We expect the complexity to reflect some pathological behavior that signifies the sickness of the bound-
ary field theory. In the following sections, we work out the complexity using the action complexity con-
jecture first and later test our claims with the aid of the volume complexity conjecture in the subsequent
section.

6.1.1 Action complexity for negative mass Schwarzschild AdS
In this section, we compute action complexity corresponding to the CFT state dual to the negative-mass
Schwarzschild AdS black hole. The complexity thus computed is expected to reveal to us the universal
divergent pieces. However, on the accounts of the dual CFT lacking any ground state [219], we expect to
register some unphysical characteristics.
Consider a boundary state given at time t = T for which we wish to compute the complexity as depicted
in First of all, we need to determine the WdW patch. For this purpose, we follow past and future null
rays originating at the boundary point T . The resulting WdW patch is bounded by the null rays

dtu/d = ∓ dr

f(r) ,

that can readily be written in the integrated form

tu/d(r) = T ±
∫ ∞

r

dr

f(x) .

The subscript u (d) corresponds to the future (past) boundary of the WdW patch. Having determined
the boundaries for the WdW patch, we now compute the contributions to the action complexity.

• Einstein-Hilbert term bulk contribution

IEH = 1
16πGN

∫
WdW dDx

√
−g (R− 2λ) ,

= − (D−1) ΩD−2
4πGN l2

∫ Λ
0 dr rD−2 ∫ Λ

r
dx
f(x) . (6.4)
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The radial integral is IR divergent. So we regulate this contribution by means of the IR regulator,
r ≤ Λ. This contribution is manifestly negative because the integral is positive definite (integrand
is positive and the limits of integration are in ascending order).

• The GHY contribution from the timelike singularity On one side, the WdW patch is bounded
by the timelike singularity within the range of time coordinates lying between td and tu. We will
consider a fixed r surface with nonzero r and then set r → 0 at the end. The induced metric on a
constant r hypersurface is

ds2 = −f(r)dt2 + r2dΩ2
D−2.

For which the integral measure can easily be seen to be

dD−1√h = f1/2(r) rD−2dt dΩD−2.

The outward normal to this hypersurface turns out to be

nr = −f1/2(r), nt = nΩ = 0.

The trace of the extrinsic curvature can be found to be equal to

K = − f ′

2f1/2 −
D − 2
r

f1/2.

The GHY term works out to be

Ir=0
GHY = lim

r→0

1
8πGN

∫
dD−1x

√
h K = 0, (6.5)

where we have considered D ≥ 3. Thus the GHY term contribution arising from the singularity
vanishes!

• The GHY piece from the null boundaries of the WdW patch
We will first deform the two null boundaries of the WdW patch described by the conditions,

tu/d − T = ±
∫ ∞

r

dx

f(x)

to a single codimension-1 timelike surface by introducing a null-to-timelike deformation parameter,
ε as follows

(t− T )2 − (1 + ε)2 g(r)2 = 0, (6.6)

where for convenience we have defined, g(r) =
∫ Λ
r

dx
f(x) . This deformation simultaneously serves as

a bulk IR regulator and the null-to-timelike deformation of the null boundaries of the WdW patch
because the two regulators are related via the relation∫ ∞

0

dx

f(x) = (1 + ε)
∫ Λ

r

dx

f(x) .

So ε ≈ 2
π
l
Λ . At the end of the day we are going to set ε = 0 to recover the GHY contribution from

the original null boundaries of the WdW patch. The induced metric on this timelike deformed hy-
persurface is

ds2 = −2ε dr
2

f(r) + r2dΩ2
D−2 .

and the volume element on this timelike deformed hypersurface works out to be

dD−1x
√
−h = dΩD−2 dr

(2ε)1/2 rD−2

f1/2 .
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The unit outward normal to this hypersurface has components

nt = − f−1/2(t− T )√
g2(1 + ε)4 − (t− T )2 , nr = (1 + ε)2 f1/2 g√

g2(1 + ε)4 − (t− T )2 nΩ = 0.

From these we compute the trace of the extrinsic curvature to be

K = 1
(2ε)1/2 f1/2

[
f ′

2 + D − 2
r

f

]
.

Now we are ready to work out the GHY integral in the null limit ε→ 0:

I∂WdW
GHY = 1

8πGN

∫
dD−1x

√
h K ,

= ΩD−2
16πGN

∫ Λ

0
dr rD−2

[
f ′

f
+ 2D − 2

r

]
.

To tame the IR divergences we had to cutoff the range of r-integration to Λ. We simplify the re-
sult a bit to the form,

I∂WdW
GHY = ΩD−2

16πGN

∫ Λ

0
dr rD−2 f

′

f
+ ΩD−2ΛD−2

8πGN
. (6.7)

• Joint contributions from the edges along the intersection of r = 0 and ∂WdW

The joints are formed by the intersection of boundary segments r = 0, and timelike deformed
boundaries (6.6). The induced metric on the joints takes the simple form

ds2 = r2dΩ2
D−2.

The components of the normals at r = 0 are

nr1 = −f1/2(r) , nt,Ω1 = 0 .

And on the regulating surface, the components takes the form

nr2 = f1/2

(2 ε)1/2 , nt2 = f−1/2

(2 ε)1/2 , nΩ
2 = 0 .

Thus, the contribution from each joint is identical and total contribution is

ILMPS = 2× 1
8πGN

∫
dD−2x

√
γ ln |n1.n2| ,

= ΩD−2
4πGN

lim
r→0

(
rD−2 ln

∣∣∣∣∣ 1
(2 ε)1/2

∣∣∣∣∣
)

= 0.
(6.8)

Note that we have to take the r → 0 limit before we turn off the deformation ε.

The final action complexity for the negative mass Schwarzschild-AdS geometry is given by the sum of
the contributions (6.4), (6.5), (6.7) and (6.8). An exact closed form expression for the action complex-
ity cannot be obtained since the integrals cannot be performed analytically without making any further
approximations. One could alternatively choose to evaluate this expression perturbatively, expanding
powers of some small parameter such as µ/lD−3 or µ/ΛD−3. Instead of making approximations, we eval-
uate the final action complexity exactly by performing the integrals numerically for a range of values of
the mass parameter µ and the bulk IR cutoff Λ. For concreteness, the dimensionality of the spacetime
has been chosen to be D = 4 and AdS radius is set to unity, l = 1. The characteristic features of the
action complexity can be surmised from the numerical data provided the table of CA below with the ap-
propriate IR cutoffs and for various values of the mass parameter. The following interesting features are
evident from the table that the action complexity.
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µ IR cutoff GNℏ
ΩD−2

CSAdS
A

GNℏ
ΩD−2

(CSAdS
A − CAdS

A )
2×104 106 6.33× 109 -1.32× 10−4

2×105 106 6.33× 109 -1.26× 10−3

2×106 106 6.33× 109 -1.26× 10−2

2×106 108 6.33× 1013 0.0*
2 ×107 108 6.33× 1013 −2.34× 10−2

2×108 108 6.33× 1013 −2.34× 10−2

Table 6.1: Table for dependence upon mass and cut off for negative mass SAdS using CA. (* Is
negative but the machine precision is not enough to resolve the small number.)

• Firstly, the action complexity has strong quadratic dependence upon the bulk IR cutoff. This is
easily understood in light of the UV-IR correspondence in the AdS-CFT duality set up. The bulk
IR divergences encode the UV divergences of the dual boundary conformal field theory. If the dual
boundary theory is a local theory, an extensive quantity such as complexity would naturally be
expected to have a leading quadratic divergence (or UV divergence scaling ΛD−2 for general D-
dimensional bulk).

• Secondly, the action complexity display extremely weak dependence on the negative mass param-
eter µ, which is not surprising since the dependence on µ is via the dimensionless combination
µ/ΛD−3 i.e. is heavily suppressed by powers of the large bulk IR cutoff. The fourth column in the
table 6.1 displays the values of complexity after background (pure-AdS) subtraction. It is imme-
diate that the difference between the action complexity of negative mass SAdS and the pure AdS
geometry is orders of magnitude smaller than the pure AdS complexity and is more significantly
negative.

• Third and perhaps the most couterintuitive observation is that the timelike singularity does not
contribute to the complexity at all! In case of the usual (positive mass) Schwarzschild case, the ac-
tion complexity does receive a nonvanishing and finite (nondiverging) contribution2. We interpret
this feature to the first sign that complexity is not a tool or probe that is sensitive to the presence
of timelike singularties in the bulk.

• Finally complexity expression does not reveal that the dual boundary theory is sick (unstable since
does not admit a ground state). Perhaps the only indication is that the complexity of negative
mass Schwarzschild-AdS is lower that pure AdS (which is dual to the ground state/vacuum in a
stable CFT). For positive mass Schwarzschild-AdS geometry the complexity of the dual theory is
larger than empty AdS geometry.

According to Gubser criterion [216], since the negative mass Schwarzschild AdS geometry cannot be ob-
tained as the extremal limit of any regular black hole solution, it is an example of unresolvable singular
geometry in a fully quantum theory of gravity (string theory) in the sense that it can never be obtained
in the semiclassical gravity approximation in a fully quantum theory of gravity. However, at the first
glance, the action complexity (shown in the third column of table 6.1) of this unphysical background
does not show any obvious signs of such pathology - it is positive definite and scales extensively with
dual boundary theory. The only feature which hints at the pathology is the complexity of this geome-
try being lower than that of the empty AdS. This naively indicate that it is easier to create the negative
mass singular bulk background than the empty AdS, effectively hinting at some kind of instability of
the underlying fundamental theory. Armed with this observation we are led to a possible criterion for

2In fact this is true for most spacelike singularities, naked or cloaked [212, 75].
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a given singular aAdS geometry to be resolvable in full quantum gravity (CFT), namely it must have a
holographic complexity higher than empty AdS. To complete the analysis we will apply the volume com-
plexity prescription in the next section to affirm our conjecture motivated from the action complexity
exercise.

6.1.2 Volume complexity for the negative mass Schwarzschild AdS
In this section, we will probe the complexity of negative mass SAdS using the CV prescription. To this
end, we consider spacelike hypersurface t = t(r). The induced metric on this spatial hypersurface given
by

dγ2 =
(
−f(r)t′2(r) + 1

f(r)

)
dr2 + r2dΩ2

D−2 .

We need to extreimize the volume for the codimension-1 spacelike hypersurface anchored at some spe-
cific3 boundary time, say T :

V (T ) = ΩD−2

∫ ∞

0
dr rD−2

√
−f(r)t′2(r) + 1

f(r) .

The variational problem yields the following Euler-Lagrange equation

2(D − 2)f(r)3t′(r)3 − 2f(r)
(
(D − 2)t′(r) + rt′′(r)

)
+ rf(r)2f ′(r)t′(r)3 − 3rf ′(r)t′(r) = 0 .

Assuming the near boundary expansion of the form

t(r) = T + t1
r

+ + t2
r2 + t3

r3 + t4
r4 + .... ,

and plugging back into the Euler-Lagrange equation to solve perturbatively term by term yields us the
solution t(r) = T . This solution seems plausible upon exploiting the time translation symmetry to
choose the symmetrical solution t = constant(= T ). The maximal volume then turns out to be

V (T ) = ΩD−2

∫ ∞

0
dr

rD−2√
f(r)

,

= ΩD−2

∫ ∞

0
dr

rD−2√
1 + r2

l2 + µ
rD−3

.

Evidently the bulk volume is an IR divergent quantity, and so we impose a bulk IR cutoff, Λ. The regu-
lated volume complexity turns out to be

CV (T ) = ΩD−2
GN l

∫ Λ

0
dr

rD−2√
1 + r2

l2 + µ
rD−3

. (6.9)

The integral can only be solved perturbatively in the mass parameter. However, for our purpose, the
numerical evaluation of the integral is better suited to unravel the relevant characteristics. We, therefore,
list the various values of complexity using complexity volume duality along with appropriate IR cutoffs
after fixing the AdS radius to be unity. The following interesting features are evident from the table 6.2
that the volume complexity.

• First of all, just like action complexity, the volume complexity displays strong quadratic depen-
dence upon the bulk IR cutoff. As alluded to before, this behavior is expected of any local field
theory extensive quantity.

3Due to the lack of event horizons in this negative mass geometry one has a global timelike killing vector, ∂t,
and consequently the complexity is T -independent
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µ IR cutoff GN

ωD−2
CSAdS
V

GN

ωD−2
(CSAdS

V − CAdS
V )

2×104 106 5.× 1011 -3.73
2×105 106 5.× 1011 -37.32
2×106 106 5.× 1011 -373.23
2×106 108 5.× 1015 -4
2×107 108 5.× 1015 -37
2×108 108 5.× 1015 -373

Table 6.2: Table for dependence upon mass and cut off for negative mass SAdS using CV

• Secondly, the volume complexity display extremely weak dependence on the negative mass param-
eter µ, the behaviour reminiscent of the action complexity. Recall that this is because the depen-
dence on µ is heavily suppressed by powers of the large bulk IR cutoff. The fourth column in the
table 6.1 displays the values of complexity after background subtraction. It can again be easily
seen that the difference between the action complexity of negative mass SAdS and the pure AdS
geometry is negative and is orders of magnitude smaller than the pure AdS complexity.

• Thirdly, the volume and the action complexity results agree modulo an overall factor. It has been
pointed out elsewhere, the mismatch in the overall coefficient in the terms of action and volume
complexity is not significant [74] and is also likely to arise due to ambiguity in the choice of the
characteristic length scale in the definition of volume complexity.

• From the entries of the last column in table (6.2) one can see that the volume complexity registers
a greater difference in the complexity of the negative mass SAdS from the empty AdS that is or-
ders larger than accounted for by the action complexity. This is an artifact of working with D = 4
as shown in the perturbative analysis performed in Appendix D. The action complexity leading
term has a prefactor D− 4 while the volume complexity has no such prefactor. As a result the first
nontrivial correction in action complexity is of subleading order compared to volume complexity.
Disagreements in the subleading pieces of various prescriptions of holographic complexity has been
noted widely in the literature for a large class of asymptotically AdS geometric - the underlyig in-
tuition is that these disagreements represent a scheme dependence in their field theory definitions.

• And finally, just like in the previous case of the action complexity, we are led to interpret the over-
all negative value after background subtraction as the indication of the sickness of the boundary
dual in sync with the Gubser criterion.

In the subsequent sections, after working with different concrete examples, we will try to supply more
evidence for our conjecture whether the complexity criterion cited above is in concordance with the al-
ready established Gubser criterion as an alternative diagnostic for the curability of a singular semiclassi-
cal geometrical background in a QG theory.

6.2 Timelike Kasner-AdS spacetime
In this section, we will take a look at an anisotropic solution to the Einstein field equations that appears
in effective holographic theories. Effective holographic theories arise in string theory as a result of taking
a sequence of limits in which we turn off the stringy physics by setting α′ → 0 and also the volume of
the compactified dimensions is also taken to be zero. This solution is closely related to the more familiar
Kasner singularity. However, in this case, the time direction is also allowed to scale anisotropically along
with other transverse coordinates. In this work, we are only subjecting the (3+1) dimensional timelike
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spacetime to treatment. The metric for a“Wick rotated” version of the AdS-Kasner geometry in Poincaré
like conformal coordinates is [220]

ds2 = l2

z2

(
dz2

f(z) − f
α(z) dt2 + fβ(z) dx2 + fγ(z) dy2

)
, (6.10)

where l is the AdS radius, and f(z) = 1 − z3

z3
0
. We will set z0 = 1 for convenience. Here exponents α, β, γ

are positive by convention and they satisfy the usual Kasner condition(s)

α+ β + γ = α2 + β2 + γ2 = 1.

This metric has singularities at z = 0 and z = 1. While z = 0 is the spatial infinity (nonsingular), z = 1
is a naked timelike singularity i.e. the metric cannot be continued beyond 0 ≤ z ≤ 1. The geometry of
the singularity at z = 1 can be more clearly seen by the IR geometry

ds2 = −r2αdt2 + dr2 + r2βdx2 + r2γdy2 .

The Penrose diagram of this geometry is provided in figure 6.2. The limit α = 1, β = γ = 0 reproduces

Figure 6.2: Penrose diagram for timelike Kasner AdS. The region shaded in pink is the WdW
patch corresponding to boundary time T .

the (isotropic) black brane singularity at z = 1, so this metric represents the metric for an anisotropic
black brane. By taking near boundary limit it is easy to see that geometry (6.10) connects the AdS at
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the UV to the timelike Kasner singularity at the IR via RG flow. Despite the fact that the cloaked sin-
gularities in anisotropic spacetimes do not adhere to the Gubser criterion because they do not exist in
pure gravity [221, 222] or in other words, cannot be obtained as the extremal limit of finite tempera-
ture black holes. However, there have been efforts to justify the existence of the anisotropic timelike
Kasner singularity can be justified on other grounds, say for example using bulk causality constraints
[223, 224, 225]. Therefore, if Gubser criterion is to be trusted, we anticipate that the holographic com-
plexity of the timelike Kasner should display some pathological trait. Armed with this belief, we will
first tackle the question of holographic complexity using the complexity action proposal and in the sub-
sequent section, try to provide additional justification using the complexity volume prescription.

6.2.1 Action complexity for timelike singularity in Kasner spacetime
In this section, our aim is to compute the action complexity of the Kasner spacetime featuring naked
timelike singularity. The first step towards achieving that is the determination of the WdW patch. Just
like in the previous section, we follow the null rays emanating from the boundary point located at the
fixed time T . The future (past) null boundaries of the WdW patch are given by the null surfaces,

tu/d(z) = t∗ ±
∫ z

0

dz′

f
1+α

2 (z′)
. (6.11)

where tu/d are respectively the upper/lower limits of the temporal integral. Following are the various
contributions to the on-shell action for the timelike Kasner geometry computed over the WdW patch

• The Einstein-Hilbert bulk contribution
Plugging the integrand R−2λ = − 6

l2 , the bulk volume contribution to the on-shell action evaluates
to

IEH = 1
16πGN

∫
WdW

√
g (R− 2λ) ,

= −3 l2 Vxy
4πGN

∫ 1

0

dz

z4

∫ z

0

dz′

f
1+α

2 (z′)
.

(6.12)

Evidently, the Einstein-Hilbert term is independent of the boundary time t∗ and does not make a
contribution to the time rate of change of complexity. It diverges as z → 0 and we regulate this
divergence by regulator prescription whereby we deform the null boundaries of the WdW patch to
timelike, refer to the GHY term calculation in Sec. 6.2.1 for the details. The regulated EH term
contribution to action complexity is,

IEH =− l2

8πδ2 −
3 l2 Γ

(
4
3

)
sec

(
πα
2
)

8 z2
0 Γ
(

5
6 −

α
2

)
Γ
(
α−1

2

) +O(δ) . (6.13)

Here we have restored z0 in the final expression for dimensional consistency.

• GHY term contribution from the singularity
The naked singularity at z = 1 supplies the timelike boundary to the WdW patch and its contribu-
tion is given by a suitable GHY term. The pull-back metric of the surface z = constant,

ds2 = L2

z2

(
−fα(z) dt2 + fβ(z) dx2 + fγ(z) dy2

)
,

from which the volume element can be computed to be

d3x
√
h = l3 dt dx dy

f
1
2 (z)
z3 .
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The spacelike unit outward normal to this surface has only one non-zero component, nz = zf
1
2 (z)
L .

Therefore, the trace of the extrinsic curvature turns out to be

K = ∂zn
z + ΓXXznz ,

= zf− 1
2 (z)f ′(z)
2L − 3f 1

2 (z)
L

.

Thus, the GHY contribution to the action complexity turns out to be

IGHY 1 = 1
8πGN

√
hK

∣∣∣
z→1

∫
dx dy

∫ tu

td

dt ,

= −3l2 Vxy
8πGN

∫ 1

0

dz

f
1+α

2 (z)
,

= −
3 l2 Γ

(
4
3

)
Γ
(

1
2 −

α
2

)
8π z2

0 Γ
(

5
6 −

α
2

) +O(δ) .

(6.14)

Here we have restored z0 in the final result. Thus the contribution from the naked timelike sin-
gularity of the Kasner-AdS geometry is finite and negative definite for all α in the allowed range
0 < α < 1.

• GHY term from the null boundaries of the WdW patch
The future and past null boundaries of the WdW patch in this case are given by (6.11). Just like
in the previous section, we will deform the null boundaries of the WdW patch given by

(t− T )2 − g(z)2 = 0 where g(z) ≡
∫ z

0

dz′

f
1+α

2 (z′)
, (6.15)

to a single smooth timelike surface by means of a null-to-timelike regulator, ϵ

(t− T )2 − (1 + ϵ)
(∫ z

δ

dz′

f
1+α

2 (z′)

)2

= 0 . (6.16)

and compute the GHY term for a usual timelike hypersurface. At the end we smoothly remove the
deformation, i.e. make ϵ → 0, to recover the total null GHY term contribution from both future
and past null boundaries in one stroke. The null-to-timelike deformation parameter and the IR
regulator are related as (∫ 1

0

dz′

f
1+α

2 (z′)

)2

= (1 + ϵ)
(∫ z

δ

dz′

f
1+α

2 (z′)

)2

so that δ ≈ g(1)
2 ϵ. As we remarked earlier, this method is far simpler because there are no edges

or corner contributions, unlike those one encounters while evaluating the surface contributions for
null boundaries.
The induced metric on this regulator surface is,

ds2 = l2

z2

(
− ϵ dz

2

f(z) + fβ(z) dx2 + fγ(z) dy2
)
,

the negative sign demonstrating that this is a timelike surface. The area element on this surface

√
−γdx dy dz = l3

z3
√
ϵf−α/2 dx dy dz.
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The unit outward normal for this surface is

nt = −z(t− T )f(z)−α/2

l
√

(ϵ+ 1)2g(z)2 − (t− T )2 , n
z = −zg(z)f(z) 1

2

l
√

(ϵ+ 1)2g(z)2 − (t− T )2 , n
x,y = 0,

Then the trace of the extrinsic curvature is,

K = 3
√
f(z)
l
√
ϵ
− zf ′(z)

2l
√
ϵ
√
f(z)

.

Combining all elements, the full GHY term for this outer boundary of the WdW patch is

IGHY 2 = 1
8πGN

∫
d3x
√
−γ K

= l2Vxy
8πGN

∫ 1

δ
dz

(
3f(z) 1−α

2

z3 − f ′(z)
2z2f(z) 1+α

2

)

= 3l2
16πδ2 +

l2
(
3Γ
(

4
3

)
Γ
(

1
2 −

α
2

)
+ 2Γ

(
−2

3

)
Γ
(

3
2 −

α
2

))
16πz2

0Γ
(

5
6 −

α
2

) +O(δ). (6.17)

The finite piece is again finite for the allowed range of values of the Kasner exponent α, i.e. for
0 < α < 1.

• Edge pieces
Here we compute the contribution from edges resulting from from the intersection/joint of the
WdW boundary and the singularity. Although these joint terms were first worked out in [76], we
followed the work [74], which very clearly and nicely tabulates these joint contributions to the ac-
tion for various cases of joints. In our case we have the joint between two timelike surfaces. The
action term for such a joint is

ILMPS = 1
8πGN

∫
d2x
√
η ln |n1.n2| . (6.18)

Where ηµν is the induced metric on the joint and n1, n2 are the two timelike surfaces which inter-
sect to produce the joint. In the present case these two timelike surfaces are given by the singular-
ity, z = 1 and the WdW regulator surface (6.16). There are two joints, described by

z = 1, t = T ±
√

1 + ϵ g(z) .

The induced metric on the joint is

ds2 = L2

z2

(
fβ(z) dx2 + fγ(z) dy2

)
,

from which we the jacobian can be computed to be

√
η dx dy = L2

z2 f
1−α

2 dx dy .

The unit normal on the z = 1 surface has non-vanishing component nz1 = zf
1
2 (z)
L and for the null

surface, the components are

nz2 = −zf(z)1/2

L
√
ϵ

, nt2 = −zf(z)− α
2

L
√
ϵ

, nx,y2 = 0.
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It can be easily seen that

n1.n2 = −z
2f(z)

L2√ϵ

∣∣∣∣∣
z=1

→ 0 ,

this expression vanishes at z = 1 and therefore its logarithm is divergent but due to the compen-
sating jacobian vanishing faster than the logarithm, the integrand of the joint action is dominated
by the vanishing jacobian and hence is zero. Thus, the joint term is

ILMPS = − VxyL
3
2

8πGN ϵ

[
L2

z2 f(z)
1−α

2 ln
∣∣∣−z2f(z)
L2√ϵ

∣∣∣]
z=1

= 0 . (6.19)

We now combine (6.13), (6.14), (6.17), and (6.19) and plug them back in (6.2) to obtain the following
closed form expression for the action complexity of timelike Kasner-AdS spacetime

CA = l2

16π2GN

Vxy
δ2 −

l2

32πGN
Vxy
z2

0

(3− α)Γ
(

1
3

)
sec

(
πα
2
)

Γ
(

5−3α
6

)
Γ
(
α+1

2

) . (6.20)

The leading divergent piece corresponds to the pure AdS4 contribution to the action complexity in the
Poincaré patch [74] and the finite term comes from the deformation to Kasner-AdS. This result is not
surprising because the bulk IR (boundary UV) divergence arises from the bulk IR region where the ge-
ometry is locally pure AdS4 and the Kasner singularity makes an impact only in deep interior of the
bulk (boundary IR). We note that the finite term is a monotonically decreasing function of the Kasner
exponent α and and is negative definite, i.e. timelike Kasner has lower action complexity than empty
Poincaré AdS4. This trait is similar to that of negative mass Schwarzschild-AdS, which had lower com-
plexity than global AdS.
Relationship to Gubser criterion: According to our formulated complexity criterion for allowable
timelike singlarities in the last section, this timelike Kasner-AdS geometry is not allowed. This result
is completely consistent with the Gubser criterion which too rules the existence of the timelike Kasner-
AdS geometry since it cannot be obtained as the extremal limit of a black brane geometry [220]. Thus,
this analysis hints that the action complexity criterion might be a suitable probe of allowable timelike
singularities (independent of Gubser criterion). However, there is an alternative prescription, namely the
volume complexity and it would be interesting to see whether the volume complexity prescription also
leads to the same conclusion. With this in mind, we proceed in the upcoming subsection to compute the
volume complexity of the field theory dual to the timelike Kasner-AdS spacetime.

6.2.2 Volume complexity of timelike Kasner-AdS
Consider the general codimension-one spatial slice anchored at the boundary time, T is obtained by
treating t = t(z). Then, the induced metric on the hypersurface becomes

ds2 = L2

z2

((
−fαt′2 + 1

f

)
dz2 + fβdx2 + fγdy2

)
.

Therefore, we will extremize the following volume

V = Vxy

∫ 1

0
dz

L3

z3

√(
−fαt′2 + 1

f

)
f1−α . (6.21)

The Euler-Lagrange equation imposing the condition of maximality upon the spatial volume is

2z
(
z3 − 1

)
t′′(z) + 3

(
αz3 + 2

)
t′(z)− 3

(
z6 − 3z3 + 2

) (
1− z3

)α
t′(z)3 = 0 .
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Assuming perturbative expansion about the boundary z = 0, t=T, and solving term by term leads us to
the following constant time slice as the solution

t(z) = T .

This solution is obviously the maximum since any nonzero derivative t′ in the volume functional (6.21)
would lower the volume of the hypersurface. So the maximum volume is attained when t′ = 0, i.e. t = T .
According to the volume-complexity prescription, the volume complexity of the boundary state at time
t = T is

CV = l2Vxy
GN

∫ 1

δ
dz

1
z3f(z) α

2
,

= l2

2GN
Vxy
δ2 −

l2

2GN
Vxy
z2

0

Γ
(

1
3

)
Γ
(

2−α
2

)
Γ
(

2−3α
6

) +O(δ) .
(6.22)

As expected, the volume complexity has a leading quadratic UV divergence that is characteristic of a
local field theory with 2 spatial dimensions dual to the pure AdS3+1 bulk. Here too this leading diver-
gent piece is independent of the Kasner exponent(s). Volume complexity also has a finite piece, which
is a monotonically increasing function on the Kasner exponent, α, again similar to the action complex-
ity case. However, the finite pieces of the volume and action complexities are distinct (even after taking
into account the mismatch of the leading quadratic divergent pieces). This, however, is not unexpected
- the mismatch between the subleading terms in the volume and action complexity has been well docu-
mented in the literature [75, 132, 186]. Compared to the action-complexity result, where the finite piece
was negative definite, here we obtain a finite piece that shows an change on sign from the negative to
the positive values across α = 2/3. If we adopt the criterion that a geometry can only be stable if its
complexity is greater than or equal to empty AdS, then the range 2/3 < α < 1 represents allowed or sta-
ble timelike Kasner-AdS geometry. Therefore, the volume complexity results are in sync with what the
Gubser criterion only for a somewhat restricted range of the Kasner coefficients, α < 2/3.
After having seen the encouraging agreement between the complexity criterion and the Gubser criterion
as regards to allowable naked timelike singularities, we attempt to seal the fate of our proposed complex-
ity criterion as a valid probe for detecting the sick singular geometries by considering one more case of
an asymptotically AdS geometry with a naked timelike singularity in the next section. The geometry,
obtained as a solution to Einstein-Maxwell-Dilation system in asymptotically AdS, exhibits an interest-
ing phase transition between the allowed phase and the disallowed phase as per the Gubser criterion.
Our aim is twofold, firstly we hope to see the complexity too undergoing an analogous phase transition,
from the sick geometrical phase to the allowed phase. And in due process, we also hope to settle the is-
sue of whether complexity (and in particular which prescription) can be a suitable tool to probe the na-
ture of geometries with naked timelike singularities - can it inform us which naked timelike singularities
are allowed in the underlying theory or not.

6.3 Gubser criterion for an Einstein-dilaton system
We will begin this section by reviewing the Gubser criterion for the planar black holes arising in the
Einstein-dilaton system. It is known that spacetime singularities in the IR may or may not be accept-
able in terms of the AdS/CFT correspondence. Consider an Einstein-dilation system described by the
action

I = 1
16πGN

∫
d4x
√
−g

[
R− 1

2(∂µϕ)2 − V (ϕ)
]
, (6.23)

with a given potential V (ϕ). The IR geometry may contain a naked singularity. Gubser [216] proposed a
criterion to distinguish acceptable and unacceptable singularities. The Gubser criterion has the following
two statements:
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(A) The potential of the scalar field is bounded from the above in the solution.

(B) The spacetime can be obtained as a limit of a regular black hole. This is a weaker form of the cos-
mic censorship principle.

The two statements are not exactly equivalent, but it was argued in [216] that statement (A) often im-
plies statement (B). If statement (B) is satisfied, the singularity is good, i.e., acceptable.
The Einstein-scalar system with the following potential

V (ϕ) = − 2
(1 + δ2)2L2

[
δ2(3δ2 − 1)e−ϕ/δ + 8δ2e(δ−1/δ)ϕ/2 + (3− δ2)eδϕ

]
, (6.24)

enjoys an analytic solution, see (6.25). A nice feature of this potential is that the special values of the
parameter δ = 1√

3 , 1,
√

3, correspond to special cases in STU supergravity. The ϕ→ 0 behavior is

V (ϕ) = −6/L2 − (1/L2)ϕ2 + . . . ,

where the first term is a cosmological constant. We assume δ > 0 throughout.
This potential together with an exact solution of an Einstein-Maxwell-Scalar system was found in [226].
A nontrivial neutral limit of this solution gives an Einstein-dilaton system with naked spacetime singu-
larities in the IR [227]. The solution of the metric and the scalar field is given by

ds2 = f(r)(−dt2 + dx⃗2) + f−1(r)dr2, (6.25)

f(r) = r2

L2

(
1 + Q

r

) 2
1+δ2

, ϕ = − 2δ
1 + δ2 ln

(
1 + Q

r

)
.

The Kretschmann scalar for this metric is

RµνρσR
µνρσ = 12((r + (r +Q)δ2)4 + (r −Qδ + (r +Q)δ2)2(r +Qδ + (r +Q)δ2)2)

L4 (1 + δ2)4 (r +Q)
4δ2

1+δ2 r
4

1+δ2
.

There is a curvature singularity at r = 0 and r = −Q. The region we are interested in is between the
AdS boundary (UV) and the spacetime singularity (IR). The AdS boundary is at r → ∞. When Q > 0,
there is a spacetime singularity at r = 0 in the IR. When Q < 0, there is a spacetime singularity at
r = −Q in the IR.
Consider the Q > 0 case first. There is a spacetime singularity at r = 0. We will use the Gubser criterion
to examine whether this singularity is acceptable, and show that the two statements give the same range
of the parameter δ, except for the marginal case, δ = 1/

√
3.

For statement (A), we plug the solution of ϕ in the potential, and obtain

V = −2δ2(3δ2 − 1)Q2 + 12δ2(1 + δ2)Qr + 6(1 + δ2)2r2

L2(1 + δ2)2(r +Q)
2δ2

1+δ2 r
2

1+δ2
.

The divergence of the potential is at the IR, r → 0. The r → 0 behavior is

lim
r→0

V (ϕ)→
{

+∞, δ < 1/
√

3 ,
−∞, δ ≥ 1/

√
3 .

(Q > 0)

According to statement (A), the singularity at r = 0 is acceptable if δ ≥ 1/
√

3.
For statement (B), we need to find a near-extremal geometry, which is at finite temperature and the
horizon encloses the singularity. If such a geometry exists, the singularity is acceptable or resolvable.
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The analytic solution of a finite temperature black hole in the above Einstein-dilaton system is not avail-
able. However, it is sufficient to examine the IR geometry. To obtain the IR geometry, we take the r → 0
limit and keep the leading term. The potential is

V = −V0 e
−ϕ/δ ,

where V0 = 2δ2(3δ2−1)
(1+δ2)2L2 . For this potential, the analytic solution as the IR geometry is

ds2 = −f0r
2δ2

1+δ2 dt2 + dr2

g0r
2δ2

1+δ2
+ f0r

2δ2
1+δ2 dx⃗2,

ϕ = ln
(
eϕ0r

2δ
1+δ2

)
,

where f0 = g0 = Q
2

1+δ2 /L2 and eϕ0 = Q
−2δ

1+δ2 . This is a hyperscaling-violating geometry with the Lifshitz
scaling z = 1. By adding a blackening factor, we obtain a near-extremal geometry given by

ds2 = −f0r
2δ2

1+δ2

[
1−

(
rh
r

)β]
dt2 + dr2

g0r
2δ2

1+δ2

[
1−

(
rh
r

)β] + f0r
2δ2

1+δ2 dx⃗2 , (6.26)

where rh is the horizon radius and
β = 3δ2 − 1

1 + δ2 .

This is an exact solution to the Einstein-dilaton system with the potential (6.24). The range of r is rh <
r <∞, so rh/r < 1. If this solution makes sense for describing a black hole, we need β > 0, which gives

δ > 1/
√

3 .

Namely, δ ≤ 1/
√

3 violates the Gubser criterion. If we ignore the marginal case δ = 1/
√

3, the state-
ments (A) and (B) are consistent.
When δ ≥ 1, the singularity at r = 0 is null. When δ < 1, the singularity at r = 0 is timelike.
In the next and subsequent section, we present the details of the action complexity and volume complex-
ity for the Q > 0 case for the hyperscaling violating black holes with timelike singularity in the IR.

6.3.1 Action complexity for Einstein-Scalar system
In this section, we tackle the problem of governing the holographic complexity of the Einstein-dilaton
system using action complexity conjecture. As alluded to in the above section, as δ is dialed from be-
low δ = 1/

√
3 to the higher values, the naked timelike singularity turns from an unacceptable type to

an acceptable type according to the Gubser criterion. If complexity is to be a reliable probe of time-
like singularities, then both complexity prescriptions are expected to successfully capture this feature by
showing some abrupt change (phase transition) in their behavior, and from the features of complexity
for δ < 1/

√
3 one should be able to formulate a complexity criterion for signalling unacceptable naked

timelike singularities.
Einstein-dilation system is described by the gravitational action in (6.23). For the sake of calculational
convenience, we treat each term of the potential individually (6.24) by writing, V (ϕ) = V1(ϕ) + V2(ϕ) +
V3(ϕ) where

V (ϕ) = 2δ2 (1− 3δ2)
(δ2 + 1)2 L2

(
1 + Q

r

) 2
δ2+1
− 16δ2

(δ2 + 1)2 L2

(
1 + Q

r

) 1−δ2
δ2+1
− 2

(
3− δ2)

(δ2 + 1)2 L2

(
1 + Q

r

)− 2δ2
δ2+1

.
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The analytic solution to the above action is supplied by the geometry in (6.25), whose Ricci scalar can
be computed to give

R = −
6
(
2
(
δ2(Q+ r) + r

)2 − δ2Q2
)

L2 (δ2 + 1)2 (Q+ r)2

(
Q+ r

r

) 2
δ2+1

.

As usual, the Wheeler-de Witt patch is obtained by following the evolution of light rays towards past
and future, starting from the boundary at a given time and can be found to be bounded by the future
(past) light-sheets

t±(r) = t∗ ∓
∫ r

∞

dr′

f(r′) .

We will first present the evaluation of the bulk action terms and in the subsequent subsections present
the details of the higher codimension contributions. We split the on-shell bulk action into the sum of
different contributions in the following manner

Ibulk = IEH + IT (ϕ) − IV .

Here the first two terms correspond to the Einstein-Hilbert term and scalar kinetic energy term, and the
last three correspond to the potential terms for the scalar. All these contributions diverge as r → ∞
and we regulate of the contributing integrals with the aid of the IR cutoff, Λ. Refer to Sec.6.3.3 for the
details of the regularization procedure. We list the bulk contributions in the following

• Einstein-Hilbert term:

IEH = 1
16πGN

∫
dx dy

∫
dr
√
−g R

(∫ t+(r)

t−(r)
dt

)
,

= −6Vxy
16πGN (δ2 + 1)2

∫ Λ

0
dr r2

(
Q+ r

r

) 4
δ2+1

(
2
(
δ2(Q+ r) + r

)2 − δ2Q2
)

(Q+ r)2

∫ Λ

r

dr′

r′2
(
1 + Q

r′

) 2
1+δ2

,

= 2Vxy
16πGN

−2Λ2

L2 −
4ΛQ

(δ2 + 1)L2 +
2δ2Q2 log

(
Λ
Q

)
(δ2 + 1)2 L2

+ 6δ2 (δ2 + 1
) (

2δ2 − 1
)
ϵ

3δ2−1
δ2+1 Q

3−δ2
δ2+1

(3δ2 − 1) (δ4 − 1)L2 + (finite) +O(Λ−1)

 .

(6.27)

Where we mention the finite term separately for brevity to be

2Q2

(δ2 + 1)2 L2

[
− 2δ4 − δ2 + 4

(
1− 3δ2

)
δ2
(
ψ(0)

(
4δ2

δ2 + 1

)
+ γ

)
+ 6

(
2δ2 − 1

)
δ2H2− 4

δ2+1
+ 12δ4H 2δ2

δ2+1

+
(
δ2 − 12δ4

)
H1− 2

δ2+1
− 1

]
(6.28)

• Kinetic term for the scalar field:

IT (ϕ) = 1
16πGN

∫
dx dy

∫
dr
√
−g

(
−g

rr

2 (∂rϕ)2
(∫ t+(r)

t−(r)
dt

))
,

= −4Vxyδ2Q2

16πGN (δ2 + 1)2

∫ Λ

0
dr

(
1 + Q

r

) 2(1−δ2)
1+δ2

∫ Λ

r

dr′

r′2
(
1 + Q

r′

) 2
1+δ2

,

= 2Vxy
16πGN

−2δ2Q2 log
(

Λ
Q

)
(δ2 + 1)2 L2

+ 2δ2 (δ2 + 1
)
ϵ

3δ2−1
δ2+1 Q

3−δ2
δ2+1

(3δ2 − 1) (1− δ4)L2 + (finite) +O
(
Λ−1

) ,

(6.29)
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the finite term is

2γδ2Q2

(δ2 + 1)2 L2
+

4δ2Q2ψ(0)
(

3δ2−1
δ2+1 + 1

)
(δ2 + 1)2 L2

−
2δ2Q2ψ(0)

(
2δ2

δ2+1

)
(δ2 + 1)2 L2

(6.30)

• Scalar potential term in action:

IV (ϕ) = 1
16πGN

∫
dx dy

∫
dr
√
−g V (ϕ)

(∫ t+(r)

t−(r)
dt

)
,

= 2Vxy
16πGN

∫ Λ

0
dr r2

(
1 + Q

r

) 2
1+δ2

V (ϕ)
∫ Λ

r

dr′

r′2
(
1 + Q

r′

) 2
1+δ2

,

= 2Vxy
16πGN

−Λ2

L2 −
2ΛQ

(δ2 + 1)L2 −
2δ2Q

3−δ2
δ2+1 ϵ

3δ2−1
δ2+1

(δ2 − 1)L2 + (finite) +O(Λ−1)

 .

(6.31)

Where the finite term is

Q2

(δ2 + 1)2 L2

[
− 2δ4 − δ2 + 4

(
1− 3δ2

)
δ2
(
ψ(0)

(
4δ2

δ2 + 1

)
+ γ

)
+ 4

(
3δ2 − 1

)
δ2H2− 4

δ2+1
+ 12δ4H 2δ2

δ2+1

−12δ4H1− 2
δ2+1
− 1

]
(6.32)

The integrals are divergent at the lower limit of integration, ε is the IR cutoff at the lower limit.

6.3.2 Complexity contribution from the singularity
The naked timelike singularity is located at r = 0. The induced metric on fixed r surface is

ds2 = −f(r) dt2 + f(r)
(
dx2 + dy2

)
,

while the unit outward normal to the WdW volume is n = −f1/2(r) ∂r. These lead to the induced metric
determinant √

−h = f3/2(r),
and the trace of the extrinsic curvature

K ≡ ∇LnL = ∂rn
r + ΓLLrnr = −3

2f
′(r)f−1/2(r).

The GHY term contribution from the singularity is

16πGN I0
GHY = lim

r→0
2
∫
d3x
√
−h K = −3Vxy lim

r→0
(tu(r)− td(r))

(
f ′(r)f(r)

)
Using the limiting forms as r → 0,

f(r) ∼ Q
2

1+δ2 r
2δ2

1+δ2 , tu(r)− td(r) =
(
δ2 + 1

) (Q
r

) δ2−1
δ2+1

(δ2 − 1)Q
we get,

16πGN I0
GHY = −3Vxy

2δ2

δ2 − 1Q
2

1+δ2

(
lim
r→0

r
2δ2

1+δ2

)
= 0. (6.33)

Thus the contribution to action complexity from the naked timelike singularity vanishes!
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6.3.3 Contribution from the null boundary of the WdW patch
To calculate the contribution of the null boundaries towards the gravitational action, we again use a ploy
of using the regulating surface that deforms the null surface

(t− T )2 −
(∫ ∞

r

dr′

f(r′)

)2
= 0 , (6.34)

with the joints into a smooth timelike surface after the introduction of a regulator in the following man-
ner

(t(r)− T )2 − (1 + ϵ)g(r)2 = 0 , g(r) :=
∫ Λ

r

dr

f(r′) .

Here, ϵ is a null-to-timelike regulator which is related to the IR regulator, Λ through∫ ∞

0

dr

f(r) =
√

1 + ϵ

∫ Λ

0

dr

f(r) ,

from which it follows that the deformation parameters are related by ϵ ≈ 2Q(1−δ2)
Λ(δ2+1) . The unit outward

normal to this surface is given by,

nt = −(t− T )
f(r)1/2

√
(ϵ+ 1)2g(r)2 − (t− T )2 , nr = (ϵ+ 1)f(r)1/2g(r)√

(ϵ+ 1)2g(r)2 − (t− T )2 , nx,y = 0 .

With these orthonormal components the trace of the extrinsic curvature becomes

K = 3f ′(r)
2
√
ϵ
√
f(r)

.

The pull-back metric on the regulating surface is

ds2 = −ϵ dr
2

f(r) + dx⃗2f(r),

which results in the following jacobian factor
√
−h dr dx dy =

√
ϵf(r)1/2 dr dx dy.

Thus the integrand of the surface integral contribution to the on shell action from the null surfaces is
√
−hK = 3f ′(r)

2 .

Therefore, the boundary contribution is given by GHY boundary term

InullGHY =
∫ Λ

0
dr
√
−h K ,

= 3Vxy
16πGN

f(Λ) ,

= 3Vxy
16πGN

[
Λ2

L2 + 2
1 + δ2

Q

L

Λ
L

+ 1− δ2

(1 + δ2)2
Q2

L2

]
.

The leading term is quadratically UV-divergent, which is notably Q, δ-independent. The subleading lin-
early UV-divergent piece and the finite piece both depend on Q, δ. The most important thing to note
is that there is no abrupt change in either of the divergent or finite pieces when δ is dialled across the
putative Gubser point δ = 1/

√
3.
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6.4 Analytical and numerical estimates of action contri-
bution

In table (6.3) we show the numerical estimates of total action contribution for different values of cut off
Λ, where it can be confirmed that the result roughly scales as ∼ Λ2 for the part of the geometry that is
allowed as per the Gubser criterion and there is virtually no dependence on Q! The numerics also con-
firm that this term undergoes a dramatic change in behavior across the Gubser bound at δ = 1/

√
3

where it virtually blows up to arbitrarily large negative values.

Q δ Λ GNℏ
Vxy

CA
GNℏ
Vxy

(CA − CAdS
A )

10 0.1 106 −1.13× 10230 −1.13× 10230

10 0.4 106 −1.17× 10110 −1.17× 10110

10 0.5 106 −3.32× 1051 −3.32× 1051

10 0.6 106 2.47× 1012 3.63× 107

10 0.9 106 2.47× 1012 2.73× 107

10 0.1 1010 −1.62× 10226 −1.62× 10226

10 0.4 1010 −1.88× 10108 −1.88× 10108

10 0.5 1010 −5.26× 1050 −5.26× 1050

10 0.6 1010 2.47× 1020 3.63× 1011

10 0.9 1010 2.47× 1020 2.73× 1011

1000 0.1 106 −9.40× 10235 −9.40× 10235

1000 0.4 106 −9.21× 10114 −9.21× 10114

1000 0.5 106 −8.34× 1055 −8.34× 1055

1000 0.6 106 2.47× 1012 3.62× 109

1000 0.9 106 2.47× 1012 2.73× 109

1000 0.1 1010 −1.35× 10232 −1.35× 10232

1000 0.4 1010 −1.48× 10113 −1.48× 10113

1000 0.5 1010 −1.32× 1055 −1.32× 1055

1000 0.6 1010 2.47× 1020 3.64× 1013

1000 0.9 1010 2.47× 1020 2.73× 1013

Table 6.3: Table for dependence upon Q, δ and cut off Λ for the complexity of the Einstein-Scalar
system.

The trend captured by the numerical estimates can also be seen by combining (6.27) (6.29), (6.31) and
(6.3.3) where we obtain the following contribution towards the action complexity of the Einstein Scalar
system

IWdW = Vxy
8πGN

[
Λ2

2L2 + ΛQ
(δ2 + 1)L2 + 6δ2ϵ

3δ2−1
δ2+1 Q

3−δ2
δ2+1

(3δ2 − 1)L2 + Q2δ2

2 (δ2 + 1)2 L2

(
(4γ − 4γ + 7)δ2 + 8δ4

+8
(
3δ2 − 1

)
δ2
(
ψ(0)

(
3− 4

δ2 + 1

)
− ψ(0)

(
4δ2

δ2 + 1

))
+ 1

)
+O

( 1
Λ

)]

It is immediate from (6.4) that the complexity of the geometry containing the timelike singularity aris-
ing from the Einstein Scalar system is positive in the range δ > 1/

√
3. Moreover, in the same range of

values of δ, the action complexity is greater than the complexity of the empty AdS spacetime which can
be obtained by taking the Q = 0 in the above expression. And quite interestingly, this is the same range
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of values where the geometry is in the allowed phase according to the Gubser criterion. In the comple-
mentary range, δ < 1/

√
3 the action complexity criterion adheres to the Gubser criterion by furnishing

the value of negative infinity thereby signaling that the phase the geometry is in, is disallowed. There-
fore, we see that the action complexity successfully detects as the geometry transitions from the allowed
phase to the disallowed phase across the Gubser point of δ = 1/

√
3. It remains for us to see whether the

volume complexity also follows the same trend and registers the agreement with the Gubser criterion by
reproducing the same result as the action complexity in the next section.

6.4.1 Volume Complexity for the Einstein-Scalar system
It will be interesting to compute the volume complexity to see if it reproduces the same behavior as ac-
tion complexity. Consider a codimension one spatial hypersurface specified by the condition t = t(r),∀x, y.
The pullback of (6.25) on this hypersurface is

ds2 =
( 1
f(r) − f(r)t′(r)2

)
dr2 + f(r) dx2 .

The volume of the spacelike slice turns out to be

V = Vxy

∫ ∞

0
dr f(r)

√
1

f(r) − f(r)t′2(r) .

Evidently the volume is maximized when the quantity inside the square root is maximized, i.e. t′(r) = 0.
Thus the maximal volume spatial slice is the constant time slice, t(r) = T , where, T is the time value at
which the spatial slice meets the spatial boundary (where the WDW patch is anchored).
Therefore, the maximal volume slice volume is

Vmax = Vxy

∫ ∞

0
dr
√
f(r) .

This integral is clearly UV divergent, so we introduce a UV (bulk IR) cutoff, Λ. Then,

Vmax = Vxy
L

∫ Λ

0
dr r

(
1 + Q

r

) 1
1+δ2

= Vxy
L

[
Λ2

2 + Q

1 + δ2 Λ− δ2Q2

2 (1 + δ2)2 ln Λ− δ2Q2

4 (1 + δ2)2

(
3− 2H δ2

1+δ2

)
+O(Λ−1)

]
.

The volume complexity is,

CV ≡
Vmax
GN L

= Vxy
GN

[
Λ2

L2 + Q/L

1 + δ2
Λ
L
− δ2Q2/L2

2 (1 + δ2)2 ln Λ− δ2Q2/L2

4 (1 + δ2)2

(
3− 2H δ2

1+δ2

)]
. (6.33)

From this expression we note the following features of volume complexity:

• The volume complexity has a leading quadratic UV-divergence, Vxy

GN

Λ2

2L2 , as expected for an exten-
sive quantity in a 2 + 1-dimensional field theory dual and manifestly positive. There are subleading
linear and log divergent pieces and a finite piece.

• The leading UV-divergent contribution is also independent of Q and is identical to a pure AdS
volume complexity. The subleading piece is positive definite for positive Q, i.e. higher complexity
than that of empty AdS.

• Numerical computations for some fixed large value of the UV cutoff Λ, say Λ ∼ 1010 in AdS units,
and for several distinct values of Q > 0, the complexity is a monotonically decreasing function of
δ, while Q < 0 the volume complexity is monotonically increasing function of δ. The results are
displayed in Fig. 6.3.
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• There is no contribution from the naked timelike singularity at r = 0 - since the volume crunches
at the singularity! This is evident from the volume intgeral, which receives vanishing contribution
at the lower limit r = 0.

• According to the Gubser criterion, for δ < 1√
3 , the naked timelike singularity is not resolvable or

allowable, in the sense that it cannot be resolved by embedding in string/M theory. However, as
is evident from the CV expression (6.4.1) or the CV vs. δ plots in Fig. 6.3, the volume complexity
does not seem to display any sudden change in pattern as we vary δ across the Gubser bound, δ =

1√
3 in all cases.

The results of this sections leads us to conclude that volume complexity, as opposed to action complex-
ity, is not a sensitive probe of the nature of timelike singularities, i.e. whether they are resolvable (allow-
able) in a fundamental quantum theory (UV-completion) of gravity.
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Figure 6.3: Volume (Complexity) plots as a function of the exponent, δ for different values of Q.
The top row is |Q| = 10, middle row is |Q| = 0.1 and the bottom row is |Q| = 1.0. The left panel
are for Q > 0, while the right panel is for Q < 0.
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6.5 Conclusion & Outlook
The complexity has recently been added in the arsenal of holographic tools available to study quantum
gravity [48, 49, 50] because of its anticipated role in addressing unresolved issues in Quantum Gravity
when viewed in the light of Quantum Information Theory. However, its potential scope in closing cru-
cial gaps in our understanding of quantum gravity compared to other entanglement measures, such as
entanglement entropy, is still being investigated and explored. There are reasons to believe that com-
plexity can shed light on the nature of gravitational singularities in general, a topic in which so far the
holographic approach to quantum gravity has not been particularly fruitful. In this work, have tried
to explore holographic complexity as a tool in probing naked timelike singularities, the status of which
are not clear in traditional string theory approaches. In past works, the question of the existence of
the naked timelike singularities, particularly in holographic contexts, has been attacked with the tool of
Gubser criterion [216, 217], which constitutes a set of diagnostic conditions for allowing or disallowing a
particular case of the singular geometries. With the anticipation that the physics of complexity will also
supply a testing ground alongside the Gubser criterion, we probed the well-known sick geometry of nega-
tive mass Schwarzschild AdS black hole [219] using action complexity and volume complexity as a warm-
up example. In its study, we found that although superficially both definitions of complexity provided
us with what would naively appear as a physically acceptable result (a well-behaved positive complex-
ity with the appropriate divergence structure), a closer inspection reveals the singular geometry was less
complex than the empty AdS background! This led us to formulate a complexity criterion, namely that
if the singular geometries have lower complexity compared to the empty AdS backgrounds, then they are
not allowed a theory of quantum gravity. The insight behind this proposed criterion is that complexity
represents a measure of the ease of creating a state (bulk geometry) from some specified reference state.
And if a singular bulk geometry is less complex than empty AdS, then empty AdS will be susceptible to
a quantum instability with the the singular geometry - the cost of creating a singular geometry is less
than the cost of creating empty AdS space. This would be undesirable in a UV-complete theory of (AdS)
quantum gravity where the vacuum state, i .e. a semiclassical smooth pure/empty AdS spacetime is sta-
ble and will have lowest holographic complexity among all allowable semiclassical geometries. Armed
with this criterion, we went ahead in the next section to focus on an anisotropic geometry occurring in
the effective holographic theories namely, timelike Kasner AdS spacetime [220]. According to Gubser
criterion, this geometry is not a allowable singularity. Our the action complexity result clearly reveals
that the complexity of this timelike Kasner-AdS spacetime is lesser than the empty (Poincaré) AdS and
hence according to our formulated complexity criterion is not an allowable singular geometry in a quan-
tum gravity theory. We find this agreement of the action complexity criterion and Gubser criterion as
greatly encouraging. To confirm our findings, in the next section computed the volume complexity of
the timelike Kasner which partly agreed with action complexity (and Gubser criterion) in a restricted
range of the Kasner exponent, namely α < 2/3. This feature could imply either that volume complex-
ity is either not a reliable probe of timelike singularties, or the timelike Kasner AdS could be an isolated
or anomalous example. In the hopes to settle this issue, in the next section, we explore asymptotically
AdS timelike singularities which arise in the Einstein-Scalar system [226, 227] in holographic condensed
matter studies. Such a smooth bulk background have been extensively investigated in the light of the
Gubser criterion and is known to exhibit the transition from the disallowed to the allowed geometry as
the relevant parameter, α is tuned. The final case study of the Einstein-Scalar system suggests a striking
agreement with the Gubser criterion solidifying our faith in the action complexity criterion. The action
complexity criterion is successfully able to identify the Gubser point thereby making our belief in its di-
agnostic ability stronger. On the other hand, the volume complexity is not able to register the transition
of the geometry hinting that the volume complexity as a probe is not very suitable for investigation of
the timelike naked singularities.
Based on the evidence gained from studying the various cases, we infer that the action complexity may
furnish a reliable probe in the investigation of the sick geometries alongside the Gubser criterion. This
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action complexity criterion is certainly operationally much easier to implement than Gubser criterion
itself, since given a spacetime containing a (naked) timelike singularity, it is not immediately obvious
whether that geometry can or cannot be realized as the extremal limit of some black-hole geometry - one
just needs to compute the onshell action supported in the WdW patch and compare to the pure AdS!
However in this work we have only scratched the surface as far as timelike singularities and their holo-
graphic complexity features are concerned, looking at three simple examples. To accept our action com-
plexity criterion as a foolproof criterion to diagnose allowable (timelike) singularities we have to conduct
an exhaustive survey of various other geometries with timelike singularities, beyond even the asymptoti-
cally AdS examples. We leave such an exhaustive study for future work(s).
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Appendix A

Perturbative analysis of divergences
arising at finite temperature

The general form of the total contribution coming from the integrals from the various regions of the
WdW patch for the finite temperature case are typically of the following form

2
∫ ls

ϵ

UT

dU f(U,UT , ϵ) +
∫ UT

0
dUg(U,UT ) (A.0)

Where the first integral is contributed by both exterior regions and the last integral is for the Region II.
We notice that from these integrals, only the first one contains the information about the asymptotic
boundary region. We are hence forth interested in looking at only the first integral i.e. from the exterior
region.
Since, the zero temperature solution is already known to us, we will treat the finite temperature as the
perturbation to the zero temperature. Therefore, we are only interested in the terms which comes from
the corrections to the zero temperature. To do this, we do a Taylor series expansion of the term of the
interest and arrive at:

2
∫ ls

ϵ

UT

dU f(U,UT , ϵ) ≃ 2
∫ ls

ϵ

0
dU f(U, 0, ϵ) + 2UT

(
d

dUT

∫ ls
ϵ

UT

dU f(U,UT , ϵ)
)
UT =0

+ 2U2
T

(
d2
dU2

T

∫ ls
ϵ

UT

dU f(U,UT , ϵ)
)
UT =0

The zeroth order result in temperature is known to us, therefore the higher order corrections are:

−2UT

(f(U,UT , ϵ)
)
U=UT


UT =0

+2UT

(∫ ls
ϵ

UT

dU
df(U,UT , ϵ)

dUT

)
U=UT


U→0

−U2
T

[
d

dUT
f(UT , UT , ϵ)

]
UT =0

− U2
T

( d

dUT
f(U,UT , ϵ)

)
U=UT


UT =0

+ U2
T

[ ∫ l/ϵ

UT

dU
d2

dU2
T

f(U,UT , ϵ)
]
UT =0

.

The Ricci scalar term & the dilaton kinetic term:
The Ricci scalar term in the supergravity action in region I contributes

SIR = Lx
16πGN

∫ ls
ϵ

UT

dU

∫ tR

tR+2U∗(U)
dv
√
−ge−2(Φ−Φ0)R

= Lxk
1
2

8πGN

∫ ls
ϵ

UT

dUU

(
2U2

Tkλ
(
2kλU2 − 5

)
+ 8kλU2 − 6

(kλU2 + 1)2

)(∫ ls
ϵ

U
dU ′
√
λkU ′2 + 1

(U ′2 − U2
T )

)
.

(A.1)
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SIΦ = 4Lx
16πGN

∫ ls
ϵ

UT

dU

∫ TR

TR+2U∗(U)
dv
√
−ge−2(Φ−Φ0)gµν∂µΦ∂νΦ

= Lxk
5
2λ2

2πGN

∫ ls
ϵ

UT

dU

(
U5

(kλU2 + 1)2 −
U3U2

T

(kλU2 + 1)2

)(∫ ls
ϵ

U
dU ′
√
λkU ′2 + 1

(U ′2 − U2
T )

)
The finite temperature correction to the sum of Ricci scalar and the dilaton kinetic term is

3k
√
λUTLx

2πGN
log

(
2
√
kλls
ϵ

)
− 3k

√
λLxU

2
T

2πGN
log

(
2
√
kλls
ϵ

)
(A.1)

Where, the first order temperature correction comes from the Ricci term. At the level of second order
correction, the Ricci and the dilaton kinetic contributions add up to give a logarithmic divergence.
The cosmological constant term:
The contribution to the onshell action from regions outside the horizons ( region I, III) is

SIΛ = 4Lx
16πkl2s GN

∫ ls
ϵ

UT

dU

∫ tR

tR+2U∗(U)
dv
√
−ge−2(Φ−Φ0)

= Lxk
1
2

2πGN

∫ ls
ϵ

UT

dUU

(∫ ls
ϵ

U
dU ′
√
λkU ′2 + 1

(U ′2 − U2
T )

) (A.2)

This term receives following asymptotic UV contribution from the finite temperature correction at O(U2
T )

≃ −2k
√
λLxU

2
T

πGN
log

(
2
√
kλls
ϵ

)
− 2k2λ3/2l2sLxU

2
T

3πϵ2GN
(A.2)

The Kalb-Ramond term:
The contribution to action complexity from the Kalb-Ramond term in region I is given by:

SIH = − Lx
12× 16πGN

∫ ls
ϵ

UT

dU

∫ tR

tR+2U∗(U)
dv
√
−ge−2(Φ−Φ0)H2

= − Lx

4πGN k
3
2

∫ ls/ϵ

UT

dU

U3 f2

(∫ ls
ϵ

U
dU ′
√
λkU ′2 + 1

(U ′2 − U2
T )

)
.

(A.3)

The finite temperature correction

≃ U2
Tk

5/2√λlsLx
πGN

log
(

2
√
kλls
ϵ

)
(A.3)

So up to second order in UT or finite temperature corrections there are no newer exotic type of diver-
gences coming from the volume term of action complexity. The GHY term contribution (3.89) is already
exact to order U2

T and the correction is manifestly log-divergent. So no newer exotic divergences arise
from the GHY term(s) either. The plot of the complexity as a function of ϵ/βH , displayed in figure 3.6.
Qualitatively the action complexity at finite temperature exhibits the same behavior as that of the zero
temperature case. More importantly, no new divergences arise compared to the zero temperature case
perturbatively up to second order in finite temperature corrections.
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Appendix B

Determining the 4 dimensional
background from the σ-model action

The euclidean signature worldsheet (bosonic) sigma model action (ignoring the dilaton piece α′ΦR at
leading order in α′) is,

I = 1
4π

∫
d2σ
√
g
(
gabGµν + iϵabBµν

)
∂aX

µ∂bX
ν . (B.0)

where we have set α′ = 1. Working in conformal gauge, i.e. with the worldsheet metric

g11 = g11 = g22 = g22 = 1, g12 = g21 = g12 = g21 = 0.

and the Levi-Civita tensor,
ϵ12 = 1, ϵ21 = −1, ϵ11 = ϵ22 = 0.

⇒ ϵ12 = 1, ϵ21 = −1, ϵ11 = ϵ22 = 0.

Substituting these in (B), we get

I = 1
4π

∫
d2σ [Gµν (∂1X

µ∂1X
ν + ∂2X

µ∂2X
ν) + iBµν (∂1X

µ∂2X
ν − ∂2X

µ∂1X
ν)] . (B.0)

Switching to lightcone worldsheet coordinates, z = σ1 + iσ2 and z = σ1 − iσ2, the sigma model action,

I = 1
2π

∫
d2z

[
Gµν +Bµν

2 ∂Xµ ∂Xν + Gµν −Bµν
2 ∂Xµ ∂Xν

]
To compare this with Eq. (4.5) of [114] we have to use a 4-dimensional target space, i.e. Xµ’s can be the
four coordinates ϕ, y, γ, γ̄, whereby we readily read off,

Gϕϕ = k, Gyy = h

f
, (B.0)

and,

Gγγ −Bγγ̄ = hk, Gγγ +Bγγ̄ = 0,
Gyγ +Byγ = 2ϵ+h

√
k, Gyγ −Byγ = 0,

Gyγ −Byγ = 2ϵ−h
√
k, Gyγ +Byγ = 0.

Solving these we obtain the 4 dimensional metric components,

Gγγ = Gγγ = hk

2 , Gyγ = Gγy = ϵ+h
√
k, Gγy = Gyγ = ϵ−h

√
k, (B.-2)
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or more conventionally the 4 dimensional line element.

ds2
4 = k dϕ2 + h

f
dy2 + hk dγ dγ + 2ϵ+h

√
k dy dγ + 2ϵ−h

√
k dy dγ. (B.-2)

This line element expression is exactly the same as in Eq. (4.9) of [105] with α′ = 1 and modulo the
decoupled T 3 and S3 directions. In U, γ, γ coordinates,

ds2 = k

U2dU
2 + h

f
dy2 + hk dγ dγ + 2ϵ+h

√
k dy dγ + 2ϵ−h

√
k dy dγ, (B.-2)

while the 4 dimensional B-field components,

Bγγ̄ = −hk2 , Byγ = −Bγy = ϵ+h
√
k, Byγ = −Bγy = −ϵ−h

√
k. (B.-2)

or in component-basis form,

B = −hk2 dγ ∧ dγ + ϵ+h
√
k dy ∧ dγ − ϵ−h

√
k dγ ∧ dy.

The 4 dimensional field strength, H is thus

H = dB = −h
′k

2 dU ∧ dγ ∧ dγ + ϵ+h
′√k dU ∧ dy ∧ dγ − ϵ−h′√k dU ∧ dy ∧ dγ. (B.-2)

where h′ = dh
dU . The components of the H 3-form field strength tensor,

HUγγ = −h
′k

2 , HUyγ = ϵ+h
′√k, HUyγ = −ϵ−h′√k. (B.-2)

From these we compute that

−H2 = 6U2 h′(U)2

k l2s h(U)2 . (B.-2)

Here we have restored factors of ls. The 4 dimensional volume element is,

√
Gd4x = hk3/2l3s

2U dU dγ dγdy. (B.-2)

Thus the 4 dimensional onshell Lagrangian contribution of the three form field strength H is,

√
G

(
− 1

12H
2
)

= ls
√
k

4

(
Uh′2

h

)
. (B.-2)

The vanishing of the worldsheet beta functions give the Dilaton, e−2(Φ(4)−Φ0) = kU2h−1, and thus the H
term contribution to the 4-dimensional gravity action is,

1
16πG(4)

N

∫ √
G d4x e−2(Φ(4)−Φ0)

(
− 1

12H
2
)

= 1
16πGN

(
ls√
k

)∫
dU

h2

U3

∫
dγ dγ . (B.-2)

Here we have already performed the y-integration:
∫
dy = 2πRy, Ry being the radius of the y-circle.

Here the 3 dimensional Newton’s constant is defined as,

GN = G(4)

2πRy
. (B.-2)
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Next we switch to X and T defined by,

X =
√
kls

2√ϵ+ϵ−
(ϵ+γ + ϵ−γ) ,

T =
√
kls

2√ϵ+ϵ−
(ϵ+γ − ϵ−γ) .

In such case we have
dXdT = kl2s

2 dγ dγ

and we have the H-field contribution (B),

1
16πG(4)

N

∫ √
G d4x e−2(Φ(4)−Φ0)

(
− 1

12H
2
)

= 1
16πGN

(
ls√
k

)∫
dU

h2

U3

(2
∫
dX dT

kl2s

)

= Lx
8πGN lsk3′2

∫
dU

h2

U3

∫
dT.

B.1 Kaluza-Klein reduction on the y circle
Here we repeat the exercise of KK reduction of the y-circle to fill in some of the details, in particular,
the KK reduced 3 dimensional Kalb-Ramond field and the associated KK one-form gauge field expres-
sions were omitted in [114], as well as with the aim to check the equivalence of the 4 dimensional and the
3 dimensional (onshell) actions. The equivalence of the 4 dimensional and 3 dimensional actions guaran-
tee that the action complexity remains the same before and after the KK reduction. For the KK reduc-
tion we closely follow Pope’s review [?] but departing from its convention by setting

α = 0, β = 1, (B.-3)

and calling the KK scalar σ following [114]. This convention is advantageous because it implies,
√
−Ge−2Φ(4) =

√
−g e−2Φ. (B.-3)

The 4 dimensional metric in this convention is split up as,

ds2
4 = ds2

3 + e2σ (dy +Aµdxµ)2

from which we can determine the 3 dimensional metric components, gµν and the gauge field components,
Aµ

Gyy = e2σ,

Gyµ = e2σAµ,
Gµν = gµν + e2σAµAν .

Using (B) and (B) we identify,
e2σ = h

f
,

Aγ = ϵ+f
√
k, Aγ = ϵ−f

√
k, Aϕ = 0,

gϕϕ = k, gγγ = −ϵ2+hfk, gγγ = −ϵ2−hfk, gγγ̄ = hk

2 (1− 2ϵ+ϵ−f) .
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Thus the 3 dimensional line element is,

ds2
3 = k

[
dϕ2 − ϵ2+hfdγ2 − ϵ2−hfdγ2 + h (1− 2ϵ+ϵ−f) dγdγ

]
= k

(
dϕ2 + h dγdγ − fh (ϵ+dγ + ϵ−dγ)2

)
For this 3 dimensional metric we note that,

√
−g = k3/2√fh

2 . (B.-4)

With this choice of α, β obviously, one needs to change the Dilaton, such that the action has same nor-
malization for the Ricci and the c.c. term

√
−Ge−2Φ(4)

R(4) =
√
−ge−2Φ (R+ ...)

√
−Ge−2Φ(4)Λ =

√
−ge−2ΦΛ

Acccording to (1.14) of Pope, √
−G = eσ

√
−g.

and the unnumbered equation in the passage before (1.11),
√
−GR(4) = eσ

√
−gR.

Thus we can consistently choose, Φ = Φ(4) − σ
2 or,

e2Φ = g2
se

−2ϕ√fh = g2
s

√
fh

kU2 . (B.-4)

This coincides with eq. (4.8) of [114].

B.1.1 KK reduction of the Kalb-Ramond field
Now we perform the KK reduction of the 4 dimensional three-form field strength, H to the 3 dimen-
sional three-form field strength H̃ and two-form field strength F̃ . But before we do that, we note that in
4 dimensions, the term in the action is,

√
−Ge−2(Φ(4)−Φ0)

(
H(4)

)2
.

Under the current convention this term becomes,
√
−Ge−2(Φ(4)−Φ0)

(
H(4)

)2
=
(
eσ
√
−g
) (
e−2(Φ−Φ0)e−σ

) (
H(4)

)2
=
√
−ge−2(Φ−Φ0)

(
H(4)

)2
.

Now, the first step in the KK reduction for the H2 term as per the recipe of [?] is to split up the 4 di-
mensional NS-NS B-field potential (B) using Eq.(1.18) of [?] :

B = −hk2 dγ ∧ dγ + ϵ+h
√
k dy ∧ dγ − ϵ−h

√
k dy ∧ dγ

= −hk2 dγ ∧ dγ +
(
−ϵ+h

√
k dγ + ϵ−h

√
k dγ

)
∧ dy

= A(2) +A(1) ∧ dy

where,
A(2) = −hk2 dγ ∧ dγ, A(1) = −ϵ+h

√
k dγ + ϵ−h

√
k dγ. (B.-4)
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We have previously noted that from the Ricci sector,

A = f
√
k (ϵ+ dγ + ϵ− dγ) . (B.-4)

Next step is to substitute (B.1.1), (??) in Eq. (1.21) of [?] to get the 3-dimensional field strengths, H̃
and F̃ :

F̃ = dA(1) =
√
kh′ (−ϵ+dU ∧ dγ + ϵ− dU ∧ dγ) . (B.-4)

H̃ = dA(2) − dA(1) ∧ A = −h
′fk

2h dU ∧ dγ ∧ dγ = −h
′fk

2h ϵ̃.

where ϵ̃ is the 3 dimensional Levi-Civita symbol (nontensor). In terms of components,

H̃Uγγ = −h
′fk

2h , (B.-4)

and,
iF̃γγ = 0, iF̃Uγ = −ϵ+

√
kh′, iF̃Uγ = ϵ−

√
kh′. (B.-4)

B.1.2 Matching the 4d action terms with the 3d action terms
The volume terms in the bulk action (4.87) are

S4D = 1
16πG(4)

N

∫
d4x
√
−Ge−2(Φ(4)−Φ(4)

0 )
(
R(4) + 4Gµν∂µΦ(4)∂νΦ(4) − 1

12H
2 − 4Λ

)
. (B.-3)

Here we demonstrate that this 4 dimensional action is equal to the following 3 dimensional action as a
consistency check,

S(3D) = 1
16πGN

∫
d3x
√
−g e−2(Φ−Φ0)

(
R− (∂σ)2 − 2□σ − 1

4e
2σF2 − 4Λ

+ 4gµν∂µΦ∂νΦ + 4gµν∂µΦ∂νσ

− 1
12H̃

2 − 1
4e

−2σF̃ 2
)
.

One might wonder why are we keeping total derivative terms like □σ in the 3 dimensional action upon
KK reduction since they do not contribute to the equation of motion. The reason we have to keep these
terms is that these total derivative terms do not vanish on-shell and in fact make non-trivial contribu-
tions to action complexity, including introducing new surface (GHY) counterterms. Similar phenomenon
was first pointed out in [228].
By separately considering equality of blocks of terms in the actions, (B.1.2), (B.1.2), (B.1.2) and (B.1.2),
in the following subsections and upon summing over both sides of those terms, we demonstrate the equal-
ity of the two actions (B.-3) and (B.1.2).

Matching the contributions of the Kalb-Ramond field sector before and after KK re-
duction

From (B.1.1) we obtain,

−H̃2 = HλµνHρστg
λρgµσgντ

=
(
−h

′fk

2h

)2
ϵ̃λµν ϵ̃ρστg

λρgµσgντ︸ ︷︷ ︸
=3!g−1

=
(
h′fk

2h

)2 3!
g
.
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and from (B.1.1) we get,

−F̃ 2 = iF̃µνiF̃ρσg
µρgνσ

= tr
(
F̃ g−1F̃ g−1

)
= 8h′2U2ϵ+ϵ−

hk
.

So the RHS of (1.24) of [?] using eq. (1.23) works out in this case to be,

√
−ge−2Φ

(
− 1

12H̃
2 − 1

4e
−2σF̃ 2

)
= e−2Φ(4)

((
h′fk

2h

)2 eσ

2√−g + 2h′2U2ϵ+ϵ−
hk

e−σ√−g
)

= e−2Φ(4)
h′2k2f2

4h2

√
h
fU

k3/2√fh
+ 2e−2Φ(4)h′2ϵ+ϵ−U

2

hk

√f

h

(k3/2

2U
√
fh

)

= e−2Φ(4)h′2f
√
kU

4h2 + e−2Φ(4)h′2f
√
kUϵ+ϵ−

h

= e−2Φ(4)
h′2f
√
kU

4h2 (1 + 4ϵ+ϵ−h)︸ ︷︷ ︸
=h/f

= e−2Φ(4)

√
kUh′2

4h︸ ︷︷ ︸
=−

√
−GH2/12

= −
√
−Ge−2Φ(4)

H2

12 .

Thus we have just verified that the LHS and RHS of Eq. (1.24) of [?] are consistent for this special
string background. From (B.1.2) of last section and integrating out the y-circle leads to the equivlanece
of the H2 term in 4d and to the H̃2, F̃ 2 terms in 3d,

SH = 1
16πG4

N

∫
d3x dy

√
−Ge−2(Φ(4)−Φ0)

(
−H

2

12

)
= 1

16πGN

∫
d3x
√
−ge−2(Φ−Φ0)

(
− 1

12H̃
2 − 1

4e
−2σF̃ 2

)
.

Plugging in the background fields and integrating over the (regularized) WdW patch, this contribution
can be expressed as a nested integral,

SH = LX
4πGNk

∫
dU

U3 h
2(U)

∫ ls
ϵ

U

dU ′

U ′
1√
h(U ′)

, (B.-14)

where we have used, h′

h = 2h
kU3 . M3 If we set ϵ± = 0, h = f , then the above contribution becomes,

SH = − LX
4πGNk

∫ ls
ϵ

0

dU

U3 f
2(U)

∫ ls
ϵ

U

dU ′

U ′
1√
f(U ′)

,

which is the exact same expression as Eq. (3.34) of our previous paper [132] on M3 complexity.

Matching the contributions of the Dilaton sector before and after KK reduction

Since Φ = Φ(U), the Dilaton contribution to the 4d action simplifies to

SΦ = 1
16πG(4)

N

∫
WdW

d4x
√
−G e−2(Φ(4)−Φ0) 4GUU ∂UΦ(4) ∂UΦ(4). (B.-15)
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In our conventions,
√
−Ge−2(Φ(4)−Φ0) = √−ge−2(Φ−Φ0) and GUU = gUU while Φ(4) = Φ+ σ

2 . Substituting
all this in the 4 dimensional action (B.1.2) and then integrating over the y-circle we get the desired 3d
action,

SΦ = 1
16πG(4)

N

∫
WdW

d4x
√
−G e−2(Φ(4)−Φ0) 4GUU ∂UΦ(4) ∂UΦ(4)

= 1
16πGN

∫
WdW

d3x e−2(Φ−Φ0) √−g gUU
(
4∂UΦ ∂UΦ + 4∂UΦ ∂σ + (∂Uσ)2

)
.

As a nested integral this is,

SΦ = λ′2k3LX
2πGN

∫ ls
ϵ

0
dU

U5

(1 + λ′ kU2)2

∫ ls
ϵ

U

dU ′

U ′
√
h(U ′)

.

Again we can explicitly check that setting ϵ± = 0, i.e. λ′ = λ, h = f reproduces the M3 dilaton action-
complexity contribution Eq. (3.28) of our previous paper [132].

Matching the contributions of the Cosmological constant term before and after KK
reduction

Next consider the contribution to the action from the cosmological constant term. Here we will see again
for this term the 3 and 4 dimensional calculations match exactly. Our convention for the change of met-
ric and Dilaton under KK reduction (B.1) implies,

√
−Ge−2(Φ(4)−Φ0) =

√
−g e−2(Φ−Φ0)

and hence we get the desired match between cc terms in the the 4 dimensional and 3 dimensional ac-
tions:

SΛ = 1
16πG(4)

N

∫ √
−Ge−2(Φ(4)−Φ0) (−4Λ) = 1

16πGN

∫
d3x
√
−ge−2(Φ−Φ0) (−4Λ) . (B.-16)

Here we have again integrated out the y-circle in going from the LHS to the RHS and set the 3d New-
ton’s constant GN = G4

N/2πRy. In the static coordinates we get

√
−g =

√
kls
U

f,

and recall that in 3 dimensions the dilaton factor is

e−2(Φ−Φ0) = kU2
√
fh
.

Finally using,
Λ = − 1

kl2s

we get the 3 dimesional cosmological term contribution as a nested integral

SΛ = LXk

2πGN

∫ ls
ϵ

0
dU U

∫ ls
ϵ

U

dU ′

U ′
√
h(U ′)

.

M3 limit check: Again setting ϵ± = 0 and h = f we get,

SΛ = LXk

2πGN

∫ ls
ϵ

0
dU U

∫ ls
ϵ

U

dU ′

U ′
√
f(U ′)

,

which is the same as Eq. (3.31) of our previous [132] paper.
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Matching the contributions of the Ricci scalar sector before and after KK reduction

Finally consider the Ricci scalar term In 4 dimensions. Upon KK reduction this term gets split up into
action term contributions from the 3 dimensional Ricci scalar, the KK-scalar, σ and the KK gauge field,
A. To this end recall Equation (1.14) of Chris Pope’s remarkable review [?]. In our convention, i.e. β =
1, α = 0, and for our case, D = 3, it reduces to

R(4) = R(3) − 2 (∂σ)2 − 2□σ − 1
4e

2σF2. (B.-16)

For the string background under consideration the Ricci scalar is,

R(4) = −6 + 8λ′ k U2

k l2s (1 + λ′ k U2)2 , (B.-16)

and the dilaton is given by,
Φ(4) = Φ(4)

0 + 1
2 log

(
h(U)
k U2

)
. (B.-16)

On the other hand, for the 3 dimensional background, the Ricci scalar works out to be

R = 8λk3 (λ2 + 8ϵ2+ϵ2− − 6λϵ+ϵ−
)
U6 − 2k2 (−5λ2 + 16ϵ2+ϵ2− + 20λϵ+ϵ−

)
U4 + 4k(2ϵ+ϵ− − λ)U2 − 6

k (λkU2 + 1)2 ((λ− 4ϵ+ϵ−)kU2 + 1)2

(B.-16)
while the 3 dimensional dilaton factor is,

e−2(Φ−Φ0) =
√
λkU2 + 1

√
(λ− 4ϵ+ϵ−) kU2 + 1, (B.-16)

the KK-gauge field strength contribution,

F2 = 64kU4ϵ2+ϵ
2
−

(λkU2 + 1)4 , (B.-16)

and the KK scalar σ contributions,

(∂σ)2 = 16kU4ϵ2+ϵ
2
−

(λkU2 + 1)2 ((λ− 4ϵ+ϵ−)kU2 + 1)2 (B.-15)

□σ = 8U2ϵ+ϵ−
(
k2λU4(4ϵ+ϵ− − λ) + kU2(λ− 2ϵ+ϵ−) + 2

)
(λkU2 + 1)2 ((λ− 4ϵ+ϵ−) kU2 + 1)2 (B.-14)

From (B.1.2)-(B.-14) one can explicity verify (B.1.2). Now that we have checked (B.1.2), it is easy to
verify (in light of (B.1)) that,

SR = 1
16πG(4)

N

∫
d4x
√
−Ge−2(Φ4−Φ0)R(4) = 1

16πGN

∫
d3x
√
−g e−2(Φ−Φ0)

(
R(3) − 2 (∂σ)2 − 2□σ − 1

4e
2σF2

)
(B.-14)

after integrating out the y-circle. Restricting the integral over the 3 dimensional WdW patch, this con-
tribution can be expressed as the nested integral,

SR = k LX
4πGN

∫ ls
ϵ

0
dU U

−3 + 4λ′kU2

(1 + λ′kU2)2

∫ ls
ϵ

U

dU ′

U
√
h(U ′)

. (B.-14)

M3 limit check: On setting ϵ± = 0 and h = f, λ′ = λ, we get,

SR = k LX
4πGN

∫ ls
ϵ

0
dU U

−3 + 4λkU2

(1 + λkU2)2

∫ ls
ϵ

U

dU ′

U
√
f(U ′)
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which is the same as Eq. (3.25) of our previous [132] paper.
Full nonperturbative result for the Ricci sector:

SR = LX

4πGN
√
λ′

−π2

6 −
7

2
√

1 + ϵ2

λ′ kl2S

+ 7
2

√
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λ′ kl2s
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7 ϵ2
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2
√

1 + ϵ2
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− 2
√
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ln
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ϵ2

)

−7
2 sinh−1

(√
λ′ k ls
ϵ

)
+ 4 ln

√1 + λ′ k l2s
ϵ2

+
√
λ′ k ls
ϵ

+ 2 ln
(

1 + λ′ k l2s
ϵ2

)
sinh−1

(√
λ′ k ls
ϵ

)

+2
(

sinh−1
(√

λ′ k ls
ϵ

))2

− 4 ln

1 +

√1 + λ′ k l2s
ϵ2

+
√
λ′ k ls
ϵ

2
 sinh−1

(√
λ′ k ls
ϵ

)

−2Li2

−
√1 + λ′ k l2s

ϵ2
+
√
λ′ k ls
ϵ

2

 .

B.2 GHY type surface terms in 3 dimensions
Since the 3 dimensional action has the a second derivative term from the KK scalar σ, one will need a
boundary term to cancel its variation. Here we work out that term,

− 1
8πGN

∫
M

√
−ge−2(Φ−Φ0)□ (δσ) = − 1

8πGN

∫
M

√
−g∇µ

[
e−2(Φ−Φ0)∇µ (δσ)

]
+ 1

8πGN

∫ √
−g∇µe−2(Φ−Φ0)∇µ (δσ)

= − 1
8πGN

∫
∂M

√
−γ nµ

[
e−2(Φ−Φ0)δ (∇µσ)

]
− . . .

= − 1
8πGN

∫
∂M

δ
(√
−γ nµe−2(Φ−Φ0)∇µσ

)
− . . . .

This first term can be canceled if we add the surface counter term,

IGHY ;σ = 1
8πGN

∫
∂M

√
−γ e−2(Φ−Φ0) nµ∂µσ.

In addition we also have the usual GHY term for the string frame metric variation to be well defined,

IGHY ;g = 1
8πGN

∫
∂M

√
−γe−2(Φ−Φ0)K.

Thus the full GHY term is,

IGHY = 1
8πGN

∫
∂M

√
−γe−2(Φ−Φ0) (K + nµ∂µσ) . (B.-17)

B.3 Holographic Entanglement Entropy
The holographic entanglement entropy of WCFT dual to null warped AdS3 (following the prescription
for nontrivail dilaton turned on in the bulk [126]) is,

SA = 1
4GN

∫
e−2(Φ(U)−Φ∞)dx

√
γ

= 1
4GN

∫ ls
ϵ

U0
dx

√
kl2s
U2

(U4(1− kU2ϵ2−)(U2 − V 2 − kϵ2−(U4 − U4
0 ))

U2
0 l

2
s(1− kU2

0 ϵ
2
−) + kU2(1− kU2ϵ2−)
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After simplifying and replacing dx as dU
U ′ the equation for our metric becomes,

SA = 1
4GN

√
kls

∫ ls
ϵ

U0
dU

√
1− kU2ϵ2−√

U2 − U2
0 − kϵ2−(U4 − U4

0 )

For, Warped AdS, after expanding the integrand in equation B.3 in a Taylor series with respect to ϵ−,
we get the entanglement entropy to be,

SA =
√
kls

4GN

(
1 + 6kl2s

L2 ϵ2−

)
ln
(
L

ϵ

)
+O(ϵ4−)

Here, we have used Eq. (4.80) to replace U0 as a function of L. Also, we can see that, putting warping
parameter, ϵ− → 0 gets us the result back for pure AdS which is, SA =

√
kls

4GN
ln
(
L
ϵ

)
. This is also can be

seen in [140] from the comparison of equation (3.23) and (3.27).
Through numerical integration of eqn B.3, we have found the nature of the Holographic Entanglement
Entropy as a function of L for Warped AdS3. We have used parametric plot here and used eqn 4.85 for
the expression of L.

0.00005 0.00010 0.00015 0.00020 0.00025
L

1

2

3

4

Holographic EE
ϵ-=10

-6

Figure B.1: Holographic Entanglement Entropy vs L plot. The values used here are following,
k = 104, ls = 0.01 and ϵ = 10−5
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Here again, we used the value of the warping factor as, ϵ− = 10−6 for the same reason mentioned at the
end of Sec. 4.5.2.
One curious fact to note is that the holographic entanglement entropy doesn’t display any on-locality in
terms of the UV divergences appearing - for any value of the warping the only type of UV divergence ap-
pearing is the log divergence, much akin to a local field theory like CFT2. This is polar opposite of the
pattern of UV divergences appearing in subregion volume complexity (all orders of UV divergences ap-
pear there). The fact that the entanglement entropy of a WCFT2, a highly nonlocal and Lorentz boost
violating theory, but has the exact same UV divergence structure as that of the entanglement entropy of
a local CFT2 has been noted in earlier works [140, 141].
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Appendix C

Review of timelike WAdS3

Our starting point is the black string metric, equation (4.10) of [174]

ds′2 = l2
(

(1 + λ2A2)
4 (r2 −A2B2)dr

2 +A2dv2 + (B2(1 + λ2A2)− λ2r2)du2 + 2rdudv
)
,

where, the non-compact event horizon is located at rh = AB. We will rewrite the above metric in order
to arrive at timelike WAdS3 metric. To this end let’s separately write the λ independent unwarped part
of the metric as

ds2
0 = dr2

4 (r2 −A2B2) +A2dv2 +B2du2 + 2r dudv

where we have taken l = 1. If we further perform the following set of coordinate changes and parameter
redefinitions,

du = dx+ dt, dv = dx− dt, r = 1
2

(
ρ2 − a2 + b2

2

)
,

A = a+ b

2 , B = a− b
2 .

then the black string metric (C) turns into

ds2
0 = dρ2ρ2

(ρ2 − a2) (ρ2 − b2) −
(
ρ2 − a2) (ρ2 − b2)

ρ2 dt2 + ρ2
(
dx− ab

ρ2 dt

)2
.

This is evidently the metric of BTZ spacetime in disguise with horizons at a and b. In this setup, A is
related to the level of Kac-Moody algebra. As we can see that in order to obtain a black hole free back-
ground by making horizon disappear simply amounts to taking a = 0 = b (i.e. vanishing Kac-Moody
level). This choice simplifies the metric to the form

ds2
0 = dr2

4r2 + 2 r dudv ,

thus we recover the pure AdS3 metric

ds2
0 = dρ2

ρ2 + (−dt2 + dx2)ρ2,

which we immediately recognise to be the metric of the Poincare patch of the AdS3. After taking ρ→ 1
z ,

further simplifies the metric to

ds2
0 = dz2 − dt2 + dx2

z2 .
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Let’s turn our attention towards the warped part of the metric . After plugging in A = 0 = B in (C) and
carrying out the exact same transformations as above, leads us to the warped portion of the metric

ds2
λ = −λ2 (dt+ dx)2

4z4 .

Hence, the required timelike WAdS3 metric we work with in section (6.1) takes the following form

ds2 = dz2 − dt2 + dx2

z2 − λ2 (dt+ dx)2

4z4 .
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Appendix D

Perturbative analysis for negative mass
SAdS complexity

Here we perform an analytic computation of the action and volume complexity for the negative mass
AdS-Schwarzschild black hole by performing a perturbation to first two orders in the parameter µ/ΛD−3.
Our aim is to confirm, at least to leading order in perturbation theory, the numerical results that the
negative mass Schwarzschild-AdS geometry has a lower complexity than empty AdS.
Action Complexity: The Einstein-Hilbert term (6.4) works out to be,

IEH = I0
EH + µΛ3 (D − 1) ΩD−2

4πGN l2
∫ 1

0
dy yD−2

∫ 1

y

dz

zD−3(1 + (zΛ/l)2)2 .

The nested integral can be evaluated for arbitrary D,

IEH = I0
EH + ΩD−2

16πGN
π µ l − ΩD−2

4πGN
µ l

Λ +O(l2/Λ2). (D.0)

Thus this EH term complexity contribution is larger than the empty AdS EH term complexity contribu-
tion. The GHY-term arising from the null boundaries of the WdW patch (6.7), to first two orders, works
out to be

I∂WdW
GHY = I0 ∂WdW

GHY − ΩD−2 µΛ
16πGN

∫ 1

0
dy

(
(D − 3) + (D − 1)y2/a2)

(1 + y2/a2)2

where a = l/Λ. This integral can be computed exactly for arbitrary D and we get,

I∂WdW
GHY = I0 ∂WdW

GHY − ΩD−2
16πGN

(D − 2)π µ l
2 + ΩD−2

16πGN
(D − 1)µ l

Λ +O(l2/Λ2) (D.0)

Thus to subsubleading order in µ/ΛD−3, the action-complexity for the negative mass Schwarzschild-AdS
geometry is is evidently lower than empty AdS complexity,

CA = CAdSA − ΩD−2
16πGN

(D − 4)µ l
2 + (D − 5) ΩD−2

16πGN
µ l2

Λ +O(l2/Λ2). (D.0)

Note that CAdSA ∼ O
(
(Λ/l)D−2

)
, so the linear order term in µ is suppressed by a factor of µ l/ΛD−2. For

the special case of D = 4, the linear (leading) order in l/Λ difference vanishes, however the negative mass
SAdS still receives a negative contribution from the subleading term and has a lower complexity than
empty AdS4.
Volume complexity: The volume complexity expression (6.9) to linear order in µ is,

CV = C0
V −

µΩD−2
2GN l

∫ Λ

0
dr

r(
1 + r2

l2

)3/2 = C0
V (T )− ΩD−2 µ l

2GN
+O

(
l2/Λ2

)
.

Evidently this is lesser that empty AdS complexity, C0
V ∼ Λ2.
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plexity Equals Anything II. 10 2022.

[81] Pawel Caputa and Javier M. Magan. Quantum Computation as Gravity. Phys. Rev. Lett.,
122(23):231302, 2019.

[82] Roman Orus. A Practical Introduction to Tensor Networks: Matrix Product States and Projected
Entangled Pair States. Annals Phys., 349:117–158, 2014.

[83] Thomas Hartman and Juan Maldacena. Time Evolution of Entanglement Entropy from Black Hole
Interiors. JHEP, 05:014, 2013.

[84] Hong Liu and S. Josephine Suh. Entanglement Tsunami: Universal Scaling in Holographic Ther-
malization. Phys. Rev. Lett., 112:011601, 2014.

[85] Masahiro Nozaki, Shinsei Ryu, and Tadashi Takayanagi. Holographic Geometry of Entanglement
Renormalization in Quantum Field Theories. JHEP, 10:193, 2012.

[86] Xiao-Liang Qi. Exact holographic mapping and emergent space-time geometry. 9 2013.

[87] Fernando Pastawski, Beni Yoshida, Daniel Harlow, and John Preskill. Holographic quantum error-
correcting codes: Toy models for the bulk/boundary correspondence. JHEP, 06:149, 2015.

[88] Ning Bao, ChunJun Cao, Sean M. Carroll, Aidan Chatwin-Davies, Nicholas Hunter-Jones, Jason
Pollack, and Grant N. Remmen. Consistency conditions for an AdS multiscale entanglement renor-
malization ansatz correspondence. Phys. Rev. D, 91(12):125036, 2015.

[89] Bartlomiej Czech, Lampros Lamprou, Samuel McCandlish, and James Sully. Integral Geometry
and Holography. JHEP, 10:175, 2015.

[90] Jutho Haegeman, Tobias J. Osborne, Henri Verschelde, and Frank Verstraete. Entanglement
Renormalization for Quantum Fields in Real Space. Phys. Rev. Lett., 110(10):100402, 2013.

[91] Masamichi Miyaji, Tokiro Numasawa, Noburo Shiba, Tadashi Takayanagi, and Kento Watanabe.
Continuous Multiscale Entanglement Renormalization Ansatz as Holographic Surface-State Corre-
spondence. Phys. Rev. Lett., 115(17):171602, 2015.

[92] Pawel Caputa, Nilay Kundu, Masamichi Miyaji, Tadashi Takayanagi, and Kento Watanabe. Liou-
ville Action as Path-Integral Complexity: From Continuous Tensor Networks to AdS/CFT. JHEP,
11:097, 2017.

[93] Masamichi Miyaji, Tadashi Takayanagi, and Kento Watanabe. From path integrals to tensor net-
works for the AdS/CFT correspondence. Phys. Rev. D, 95(6):066004, 2017.

[94] Masamichi Miyaji, Tokiro Numasawa, Noburo Shiba, Tadashi Takayanagi, and Kento Watanabe.
Distance between Quantum States and Gauge-Gravity Duality. Phys. Rev. Lett., 115(26):261602,
2015.

[95] Mario Flory. A complexity/fidelity susceptibility g-theorem for AdS3/BCFT2. JHEP, 06:131, 2017.

[96] Masamichi Miyaji. Butterflies from Information Metric. JHEP, 09:002, 2016.

[97] Ofer Aharony, Micha Berkooz, David Kutasov, and Nathan Seiberg. Linear dilatons, NS five-
branes and holography. JHEP, 10:004, 1998.

173



[98] D. Kutasov. Introduction to little string theory. ICTP Lect. Notes Ser., 7:165–209, 2002.

[99] F.A. Smirnov and A.B. Zamolodchikov. On space of integrable quantum field theories. Nucl. Phys.
B, 915:363–383, 2017.
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JHEP, 11:129, 2015.

[154] Pankaj Chaturvedi, Yingfei Gu, Wei Song, and Boyang Yu. A note on the complex SYK model
and warped CFTs. JHEP, 12:101, 2018.

[155] Richard A. Davison, Wenbo Fu, Antoine Georges, Yingfei Gu, Kristan Jensen, and Subir Sachdev.
Thermoelectric transport in disordered metals without quasiparticles: The Sachdev-Ye-Kitaev
models and holography. Phys. Rev. B, 95(15):155131, 2017.

[156] Bin Chen, Peng-xiang Hao, and Yan-jun Liu. Supersymmetric Warped Conformal Field Theory.
Phys. Rev. D, 102(6):065016, 2020.

[157] Luis Apolo and Wei Song. Bootstrapping holographic warped CFTs or: how I learned to stop wor-
rying and tolerate negative norms. JHEP, 07:112, 2018.

[158] Wei Song and Jianfei Xu. Structure Constants from Modularity in Warped CFT. JHEP, 10:211,
2019.

[159] I. Vuorio. TOPOLOGICALLY MASSIVE PLANAR UNIVERSE. Phys. Lett. B, 163:91–95, 1985.

[160] R. Percacci, P. Sodano, and I. Vuorio. Topologically Massive Planar Universes With Constant
Twist. Annals Phys., 176:344, 1987.

176



[161] Miguel E. Ortiz. Homogeneous Space-times With Isotropy in (2+1)-dimensions as Solutions to
Topologically Massive Gravity. Class. Quant. Grav., 7:1835–1840, 1990.

[162] Y. Nutku. Exact solutions of topologically massive gravity with a cosmological constant. Class.
Quant. Grav., 10:2657–2661, 1993.
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