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Abstract
In this paper, we propose a real-time method for duration mod-
ification of speech for packet based communication system.
While there is rich literature available on duration modification,
it fails to clearly address the issues in real-time implementation
of the same. Most of the duration modification methods rely on
accurate estimation of pitch marks, which is not feasible in a
real-time scenario. The proposed method modifies the duration
of Linear Prediction residual of individual frames without using
any look-ahead delay and knowledge of pitch marks. In this
method, multiples of pitch period is repeated or removed from
a frame depending on a scheduling algorithm. The subjective
quality of the proposed method was found to be better than
waveform similarity overlap and add (WSOLA) technique as
well as Linear Prediction Pitch Synchronous Overlap and Add
(LP-PSOLA) technique.

Index Terms: Voice over IP, linear prediction, look-ahead de-
lay, WSOLA.

1. Introduction
As network characteristics (such as jitter, out of order, packet
loss, etc.,) of packet based communication system (PBCS)
varies with time, adaptive jitter buffer (AJB) [1] is required
to control the buffering delay dynamically. In a voice over IP
(VoIP) scenario, sudden rise in jitter may delay the reception
of the packets. Hence, appropriate duration expansion should
be applied to the decoded speech so that listener will not per-
ceive abrupt discontinuity. When the network jitter comes to
normalcy, speech duration has to be scaled down to maintain
optimum end-to-end delay. Hence, duration modification is
mandatory feature for achieving optimal perceptual quality in
a packet based speech communication system.

Methods have been proposed in the literature for compres-
sion and expansion of speech duration [2]-[10]. However, most
of them operate directly on the speech samples using wave-
form similarity overlap and add technique (WSOLA) [8]. These
methods compress/expand the duration by merging/repeating
the pitch periods. Thus, any fractional mismatch at the over-
lapping/concatenating point leads to perceptual distortion. At
the same time, waiting for a perfect similarity of two succes-
sive pitch periods will limit the maximum scaling rate and may
impact adaptation rate of AJB.

Generally, the speech spectrum has more energy in the
lower frequency range and accordingly frequency response of
Linear Prediction (LP) synthesis filter has higher attenuation at
high frequencies. The frequency response of LP synthesis filter
closely resembles a low-pass filter and it tends to smoothen the
output signal. So, even if there are any minor mismatches at the
points of concatenation, the output is not affected as much as it
usually would have been when operating with the waveform di-

rectly. Hence, doing manipulations in the LP domain may result
in better perceptual quality compared to direct waveform ma-
nipulations [9]. In order to achieve better perceptual quality, the
methods [2], [13], [14], [15] perform duration modification on
the LP residual. These methods, typically, require the knowl-
edge of the pitch marks which point to the instants of highest
similarity in successive pitch periods.

The Linear Prediction Pitch Synchronous Overlap and Add
(LP-PSOLA) method [2] divides the speech signal into overlap-
ping frames by placing analysis window at pitch marks (analy-
sis time instants). The analysis window is centered at a pitch
mark and extended typically over two pitch periods during time
scaling process of LP-PSOLA. It leads to usage of variable win-
dow size and introduces considerable algorithmic delay when
used for PBCS. The epoch based technique presented by Sreeni-
vasa et.al, [13] makes use of instants of significant excitations
(Epochs) and LP residual. The accuracy of this method depends
on prediction of exact epoch locations. This approach does
not use frame based processing of speech instead it manipu-
lates LP residual pitch synchronously using the epoch location.
The determination of epoch locations and pitch synchronous
processing of LP residual add more computational complexity
compared to other algorithms. As this technique synchronizes
across epochs, expansion or compression requires look-ahead
delay of at least one pitch period when used for PBCS. Also,
searching for pitch marks may not be feasible in real-time, par-
ticularly at the time instant AJB tries to reduce its buffering
delay [11]. This paper addresses the above said issues by re-
moving or expanding pitch periods in LP residual without using
the knowledge of epoch locations/pitch marks. Hence, the pro-
posed method gets rid of look-ahead delay introduced by other
methods [2]-[15].

This paper is organized as follows: Section 2 provides de-
tailed description about the proposed method. Section 3 pro-
vides test results. Section 4 finally concludes about pro- posed
method and its advantages.

2. Proposed Method
The architecture of proposed method is illustrated in Fig. 1. The
LPC coefficients and pitch are extracted from every input frame
using Levinson-Durbin algorithm and Auto Correlation Func-
tion (ACF) weighted inverse of an Average Magnitude Differ-
ence Function (AMDF) respectively. And, every input frame
is filtered using the LPC coefficients extracted. Then, the LP
residual is time scaled uniformly based on the targeted scaling
rate. The time scaled LP residual is inverse-filtered to produce
synthesized time scaled speech. Since LP filter whitens the in-
put signal and its degree of whitening increases during tonal and
carrier (pronouncing /a/,/e/,/i/,/o/,/u/) regions, the pitch period
is estimated from input waveform instead LP residual for better
accuracy. The latest pitch period is estimated from the current
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Figure 1: Block diagram of proposed method

frame by multiplying the inverse of an AMDF with ACF. The
characteristics of the AMDF are very similar with that of the
ACF. The AMDF produces a notch, while the ACF produces a
peak. However, both functions essentially have the same peri-
odicity. In noisy environment, the noise components included
in the ACF and AMDF un-correlate each other. Hence, the peak
of the ACF is emphasized in a noisy environment when the
ACF is combined with the inversed AMDF [16]. As a result,
it is expected that the accuracy of pitch extraction by the ACF
will be improved when operating under shorter frame length or
when detecting latest pitch period if it is different from previ-
ous pitch period. As proposed method removes or repeats latest
pitch period or its multiple, extracting the latest pitch period
using inverse AMDF weighted ACF will provide better qual-
ity than using ACF between current frame and previous frame.
Thus, it helps in providing delay free scaling of speech signal
when working on frame size of 10ms or multiple of 10ms in
PBCS. The proposed method uses a scaling scheduler for trig-
gering scaling uniformly. The scaling scheduler compares cur-
rent scaling rate with target scaling rate and triggers time scaling
accordingly.

Let us consider that l represents frame index, N represents
frame size or number of samples from (LP residual) an input
frame, x(l, 1 : N) represents input samples corresponding to
frame index l and s(l, 1 : Kl) represents Kl number of output
samples generated from the input frame l. Then, the total num-
ber of samples processed ti(l) till lth frame from the starting
(with t0(0) = 0) is computed as given below

ti(l) = ti(l − 1) +N (1)

Similarly, the total synthesized output samples generated t0(l)
till lth frame from the starting (with t0(0) = 0) is computed as

given below
t0(l) = t0(l − 1) +Kl (2)

where, Kl represents number of synthesized samples generated
at lth frame and its value may vary from frame to frame de-
pending on the pitch period. Now, the current scaling rate sr(l)
at lth frame can be computed as

sr(l) =
t0(l)

ti(l)
(3)

If the current scaling rate sr(l) is not meeting the targeted rate
T after a frame processing, then scaling is triggered for next
frame as given in equation (4). This process will be continued
for subsequent frames.

ss(l + 1) =

⎧⎨
⎩

1 if(sr(l) < T )&(T > 1)

1 if(sr(l) > T )&(T < 1) (4)

0

where, ss(l+1) represents scaling indicator flag, ss(l+1) = 1
indicates that scaling is to be done at next frame, ss(l+1) = 0
indicates that scaling should not be done at next frame, and T
represents targeted scaling factor.

For achieving higher rate of duration expansion (>50%),
the same pitch period is repeated more than once. But, the max-
imum rate of duration compression will depend on number of
pitch periods in the input frame. On average, approximately two
pitch periods per frame can be removed.

2.1. Compression of Speech Duration

Whenever scaling scheduler triggers compression, a pitch pe-
riod P0 or multiple of pitch periods are removed in backward
direction from latest sample in the current frame. If the sum of
two successive pitch periods is ≤ 3N/8, latest two pitch peri-
ods are removed by taking P0 as sum of two successive pitch
periods. In this case, P0 is estimated from third formant of
the inverse AMDF weighted by ACF. After removing pitch pe-
riod(s), an overlap and add (OLA) is performed at the edge of
balance data in the current frame for smooth continuity with the
next frame as illustrated in Fig.2. The first segment used for
OLA contains latest (P0/4) samples as given below

cs1(l, 1 : P0/4) = x(l, N − (P0/4) + 1 : N) (5)

The (P0/4) samples present just before the segment (of duration
P0) that has to be removed is used as second segment for OLA.
The OLA uses a triangular window with the rising edge for first
segment and the falling edge for second segment as given below.

cs2(l, 1 : P0/4) = x(l, N −P0− (P0/4)+ 1 : N −P0) (6)

ola(l, i) = cs1(l, i)(4i/P0) + cs2(l, i)(1− 4i/P0)

∀i = 1, ..., P0/4
(7)

Now, the last P0 + (P0/4) samples are removed and the bal-
ance samples if any, in the current frame along with overlapped
samples are copied to the output buffer as given in equation (8).

Kl = N − P0

s(l, 1 : Kl − (P0/4)) = x(l, 1 : Kl − (P0/4))

s(l,Kl − (P0/4) + 1 : Kl) = ola(l)

(8)

From the equation (8), it can be observed that the output sam-
ples generated from any input frame does not depend on sam-
ples from previous input frames. Hence, the proposed method
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Figure 2: Illustration of speech duration compression

does not require any look-ahead delay unlike the conventional
methods [8] - [13]. Also, the proposed method removes a pitch
period completely without merging two successive pitch peri-
ods. Hence, there is no necessity to search for a segment with
similar pitch periods to compress the duration unlike the con-
ventional methods [8] - [13].

The compressed LP residual s(l) is filtered with 1
A(z)

to

obtain time-scaled linear PCM samples.

2.2. Expansion of Speech Duration

The duration expansion is similar to the process of duration
compression, but instead of removal, an extra pitch period is re-
peated. Here, unlike compression, the pitch period being larger
than frame size can be handled with history of the past frame
samples. If the pitch period is greater than 3/4 of frame size, the
past frame is used.

Po

Current Frame x(l)

Po/4
Po/4

Po

Time Scaled LP Residual s(l)

OLA
Result

OLA

Repeated Pitch

Figure 3: Illustration of speech duration expansion

Whenever duration expansion is triggered by the scheduler,
latest pitch period or its multiple is repeated with OLA at the
edge as illustrated in Fig.3. Similar to duration compression, if
the sum of two successive pitch periods is ≤ 3N/8, latest two
pitch periods are removed by taking P0 as sum of two succes-
sive pitch periods. Also, the segment of latest (P0/4) samples
and (P0/4) samples present just before the P0 samples are over-

lapped and added as given below

es1(l, 1 : P0/4) = x(l, N − (P0/4) + 1 : N)

es2(l, 1 : P0/4) = x(l, N − P0 − (P0/4) + 1 : N − P0)

ola(l, i) = es1(l, i)(4i/P0) + es2(l, i)(1− 4i/P0)

∀i = 1, ...., P0/4

(9)

The current frame samples and OLA samples are copied into
the output buffer as given below

s(l, 1 : N − (P0/4)) = x(l, 1 : N − (P0/4))

s(l, N − (P0/4) + 1 : N) = eola(l)
(10)

Now, latest pitch period(s) is appended to output buffer as given
below.

Kl = N + P0

s(l, N + 1 : Kl) = x(l, N − P0 + 1 : N)
(11)

From the equation (11), it can be observed that the output sam-
ples from any input frame processing contain two parts. The
first part contains all the samples of corresponding input frame
except few samples used for OLA at the edge. The second part
follows first part and contains samples of latest pitch period P0

that was repeated. As this process does not modify any sam-
ples present at the edge of previous frame, duration expansion
does not require look-ahead delay unlike the conventional meth-
ods [8]-[13]. Also, the conventional methods [8]-[13] insert a
pitch period within the input frame (for duration expansion) us-
ing waveform similarity or pitch marks. But, the equations (10)
and (11) illustrate that the pitch repetition is followed at the end
of the input frame. Hence, only one OLA is required for every
pitch period(s) repetition unlike the conventional methods that
require two OLAs.

After repeating a pitch period, the scaling rate difference
between current scaling rate and target rate is computed as given
below

�(l) = |sr(l)− T | (12)

When �(l) is greater than 0.05 (i.e current scaling rate is 5%
slower than target rate), multiple pitch periods are repeated to
achieve the target rate. The number of pitch periodsρ(l) repeti-
tion depends on the value of the�(l) as given below

ρ(l) =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

1 if(�(l) < 0.05)

2 if(�(l) ≥ 0.05)&(�(l) < 0.10)

3 if(�(l) ≥ 0.10)&(�(l) < 0.15) (13)

4 if(�(l) ≥ 0.15)

The latest pitch period can be repeated at most 4 times (ex-
perimentally found) to avoid robotic sound as well as to avoid
perceptual distortion. Every further repetition overwrites the
output samples present at the edge of previous pitch period(s)
repetition with OLA samples obtained in equation (10).

The expanded LP residual s(l) is filtered with 1
A(z)

to ob-

tain time-scaled linear PCM samples.

3. Test Results
The proposed algorithm is implemented in Matlab and its per-
formance is evaluated subjectively with 20 research scholars in
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the age group of 25 to 35 years. The test results of two ut-
terances (male and female) are demonstrated here. For each
utterance, the duration is modified by factors of 10%, 20%,
30%, 40%, 50%, 60% and 70% using proposed, Epoch and
WSOLA methods. Then, the output wave files are played to the
subjects in a laboratory environment and subjects are asked to
judge quality of the speech on a regular five point scale (i.e. 1-
unsatisfactory, 2-poor, 3- fair, 4-good and 5-excellent). The per-
formance comparison of speech duration expansion and com-
pression using average mean opinion score (MOS) of both male
and female utterances is depicted in Fig. 4 and Fig. 5 respec-
tively. It can be observed that the performance of Epoch based
[13] method is slightly better than WSOLA [8]. But, the pro-
posed method out performs to both Epoch based and WSOLA
methods. A set of duration modified utterances and correspond-
ing results discussed in this work are available for listening at
http://www.iith.ac.in/̃ ksrm/duration/Speech Duration.html.
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Figure 4: Performance comparison of speech duration expan-
sion
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Figure 5: Performance comparison of speech duration compres-
sion

Whenever scheduler triggers time scaling, spotting similar
pitch periods may not be possible. Hence, the phase disconti-

nuity can be observed with WSOLA and Epoch based methods
at some regions of duration modification where neighbouring
pitch periods are different. However, this issue is resolved with
the proposed method and can be used at any point of speech
region for duration modification.

4. Conclusions
This paper proposed a look-ahead delay free, spotting loca-
tion independent and high quality speech duration modification
method that operates on LP residual. The performance results
demonstrate that the proposed method is better than other con-
ventional methods. The proposed speech duration expansion
works with frame size of 10ms or its multiples. But, the du-
ration compression works with frame size of 20ms or higher.
However, it can be extended to work with 10ms frame size us-
ing 20ms memory buffer. If the pitch period is greater than
10ms, the algorithm will output zero samples and processes the
current frame along with the next frame. During the next frame
processing, the portion of the pitch period that extends to previ-
ous frame will be removed and rest of the procedure is similar
to 20ms case.
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