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ABSTRACT
Sketching is a fundamental human cognitive ability. Deep Neural
Networks (DNNs) have achieved the state-of-the-art performance
in recognition tasks like image recognition, speech recognition etc.
but have not made significant progress in generating stroke-based
sketches a.k.a sketches in vector format. Though there are Vari-
ational Auto Encoders (VAEs) for generating sketches in vector
format, there is no Generative Adversarial Network (GAN) archi-
tecture for the same. In this paper, we propose a standalone GAN
architecture called SkeGAN and a hybrid VAE-GAN architecture
called VASkeGAN, for sketch generation in vector format. SkeGAN
is a stochastic policy in Reinforcement Learning (RL), capable of
generating both multidimensional continuous and discrete outputs.
VASkeGAN draws sketches by coupling the efficient representation
of data by VAE with the powerful generating capabilities of GAN.
We have validated that SkeGAN and VASkeGAN generate visually
appealing sketches with minimal scribble effect and is comparable
to a recent work titled Sketch-RNN.
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1 INTRODUCTION
Since times immemorial, sketching has played an important role in
human communication, much before languages were developed. To
this day, sketches are used to represent abstract concepts including
circuit diagrams, parse trees, and architectural designs [3]. Sketching
involves visual, spatial and conceptual knowledge; understanding
the process of sketching provides an insight into human cognition
[3], beyond being useful for sketch-based applications.

*The entire work was done during the period between Jun 2017 – Apr 2019.

ACM acknowledges that this contribution was authored or co-authored by an employee,
contractor or affiliate of a national government. As such, the Government retains a
nonexclusive, royalty-free right to publish or reproduce this article, or to allow others to
do so, for Government purposes only.
ICVGIP’21, December 2021, Jodhpur, India
© 2021 Association for Computing Machinery.
ACM ISBN 978-1-4503-7596-2. . . $15.00
https://doi.org/10.1145/3490035.3490258

Deep Learning (DL) is the most sought after paradigm recently
for generative modelling. Some of the popular generative models
in DL are VAEs [13] and GANs [5]. VAEs tend to maximize the
likelihood of the generated data coming from the actual distribution
while assuming a Gaussian prior. Different VAE architectures have
performed well in generating various types of images ranging from
handwritten digits [6, 13] to faces [13] to house numbers [6], CIFAR
images [6] etc. On the other hand, in a GAN, the generator and
discriminator play a minmax game until they reach an equilibrium.
At this point, the distribution of generator is close to that of the
original data. GANs are known to have been used for simple image
generation in [19] as well as to more sophisticated tasks such as style-
transfer [30, 34], super-resolution [15], image-to-image translation
[11, 29], image in-painting [18] etc. All of the aforesaid works are
limited to only raster images.

Vector graphics were introduced in computer displays in the
1960s. Since then vector graphics have been studied very intensely.
These images do not degrade when transformations are applied and
they require minimal amount of space to be stored and transferred.
Most importantly, they can be rescaled infinitely. They are repre-
sented as curves and strokes.

Today, DNNs perform the state-of-art in image recognition as
well as image generation tasks but the generative ability of DNNs
is limited to raster images.There are only a handful of works that
discuss sketch generation in vector format, let alone vector image
generation in the wild. As of today, there are few works [2, 7, 9, 33]
based on VAE for sketch generation in vector format. Currently there
are no GAN architectures for sketch generation in vector format. In
this work, we focus on developing GANs that can generate sketches
in vector format. We consider a sketch as a tuple consisting of 2-D
continous offsets and 3-D discrete pen states. This representation is
also called as the “stroke-based format".

2 RELATED WORK
Literature on sketch generation is scarce, particularly with respect to
vector images. Sketches have been used as templates for problems
including recognition [20, 21, 23], eye-fixation or saliency [24],
guessing a sketch being drawn [25] and parsing [22]. Interpretation
of sketches and further refinement using hidden Markov models
is presented in [26]. Sketch drawing by robot using pure image
processing techniques is elicited in [28]. [31] uses GANs to generate
sketches of human faces given digital portraits of their faces. This
work is in rasterized version. There are also works such as [1, 17]
which discuss the approaches to convert rasterized sketches into
realistic images. Recent works such as DoodlerGAN[4] also consider
sketches in raster format which aids them in modelling the process
of sketching as generation of parts/portions which make up the
whole sketch. Since the parts are fixed to 7 for birds (head, body,
beak, tail, mouth, legs, wings) and 16 for terrestrial, aquatic, and

https://orcid.org/0000-0002-7663-1576
https://doi.org/10.1145/3490035.3490258
https://doi.org/10.1145/3490035.3490258
https://doi.org/10.1145/3490035.3490258


ICVGIP’21, December 2021, Jodhpur, India Varshaneya V, Balasubramanian S, Vineeth Balasubramanian

Figure 1: Scribble effect of [9] with yoga pose sketches (left) and
mosquito sketches (right).

aerial creatures (e.g., paws, horn, fins, wings), it would become
mandatory to specify the parts for generating sketch from any other
category. This requires some manual intervention thus making it
hard to generalize across different categories.

The first attempt in generating vector images is by [7] to gener-
ate Kanji (Chinese alphabet) characters using a two-layered LSTM,
where each Kanji character is represented in a stroke-based format.
Following [7], D. Ha et al. proposed a VAE model called the Sketch-
RNN [9] for vector sketch generation. This model is trained on the
QuickDraw dataset [12]. The sketches are represented in the stroke-
based format. This work from Google Brain is state-of-the-art in
unconditional generation, conditional reconstruction, latent space
representation completing incomplete sketches etc. It produced visu-
ally appealing sketches when trained with a single category of sketch.
The sketches are not visually appealing when a mix of category is
used for training. Hence, in order to overcome this difficulty, [2]
replaced the encoder of Sketch-RNN with a Convolution Neural
Network(CNN) and eliminated the KL-Divergence loss. Since the
convolution is spatial, the input to the this model is rasterized format
of sketches from the QuickDraw dataset. Based on the Turing Test,
the authors of [2] conclude that the models with CNN encoders
outperformed those with RNN encoders in generating human-style
sketches. K. Zhong in [33] extended the VAE proposed in [9] to
create an end-to-end pipeline which takes in fonts in vector format
to learn and generate novel fonts.

All the architectures mentioned for sketch generation in vector
format are VAEs. A well known disadvantage with VAEs is that they
tend to produce blurred images in case of raster images. Since there
is no concept of blurring in vector images, stroke-based sketches
produced by VAEs like Sketch-RNN [9] tend to draw smoother and
more circular line segments that resemble an averaging of many
sketches in the training set. This has been discussed under Model
Limitations heading in the supplementary material of [9]. We would
like to call this as the “scribble effect". Figure 1 shows this effect in
the sketches of “yoga poses" and “mosquitos". Images in Figure 1
are generated using the pretrained models and code from one of the
official repositories of Sketch-RNN1.

Since GANs are known to produce sharp raster images, it is quite
logical to expect that they alleviate the scribble effect in vector im-
ages. Towards this end, we propose a stand-alone GAN architecture
called SkeGAN for generating sketches in vector format. To the
best of our knowledge, this is the first GAN proposed for sketching
in vector format. For fair comparison, we also propose a hybrid
VAE-GAN architecture called VASkeGAN. We also compare our
models with Sketch-RNN [9] on visual quality, training complexity,

1Link to the repository is here.

scribble effect and other ablation studies. Since there exists no stan-
dard measure to evaluate visual quality, we use human evaluation for
assessing visual quality. Also both SkeGAN and VASkeGAN gen-
eralizes pretty well across different categories of sketches without
requiring any manual intervention unlike [4].

3 OUR CONTRIBUTIONS
3.1 Problem Setup
Sketches are considered to be a collection of 5-tuple (∆𝑥,∆𝑦, 𝑞1, 𝑞2, 𝑞3),
where (∆𝑥,∆𝑦) are the offsets to be moved along 𝑋 and 𝑌 axes re-
spectively and (𝑞1, 𝑞2, 𝑞3) are the pen-states. (𝑞1, 𝑞2, 𝑞3) = (1, 0, 0)
indicates that pen is on the paper, (𝑞1, 𝑞2, 𝑞3) = (0, 1, 0) indicates it is
lifted and (𝑞1, 𝑞2, 𝑞3) = (0, 0, 1) indicates that the drawing has ended.
Pen-state is modeled as a categorical random variable. All the draw-
ings are assumed to start from origin. This is done by prepending
the sketch with the start-of-sequence symbol 𝑆0 = (0, 0, 1, 0, 0). The
offsets are modeled as a Gaussian Mixture Model (GMM) in the case
of SkeGAN and as IID normal variable in the case of VASkeGAN.
In both the models, we incorporate the parameter 𝜏 ∈ [0, 1] as de-
fined in [9], to control the randomness or the variety in the generated
samples. Sketch generation is done tuple-by-tuple until 𝑞3 is not 1
or until the maximum length 𝑁𝑚𝑎𝑥 is reached. A sketch is generated
stroke by stroke, wherein the stroke at time-step 𝑖 depends on all of
the strokes at previous time-steps. In order to model this dependency,
the generator is an auto-regressive model like LSTM or GRU. We
have used an LSTM unlike Sketch-RNN [9], which has a Hyper-
LSTM [8] as the auto-regressor. The discriminator distinguishes
whether a batch of sketches has come from the dataset or from the
generator. So it must understand the dependency between strokes of
different time-steps in order to distinguish the sketches. Therefore,
the discriminator is also an LSTM.

3.2 SkeGAN: A Sequential GAN for Vector
Images

In a GAN architecture, the weights of the generator are updated
based on the signal/reward from the discriminator. GANs have a
limitation when there is a need to generate discrete tokens. The dis-
crete outputs pose a difficulty for the gradient updates to be passed
from discriminator to generator. In our case, the offsets are contin-
uous random variables whereas the pen-states are discrete random
variables. So, given a conventional GAN architecture, during the
back-propagation, the gradient updates are passed without any diffi-
culty for the offsets but not for pen-states. Also, any discriminator
can guide a generator only when a complete sequence is given to it.
This means that the discriminator cannot guide the generator while
it is in the process of generating a sequence. Therefore, we propose
a coupled GAN architecture with a combination of policy gradient
and standard adversarial losses to generate both multi-dimension
discrete and continuous tokens. The generator 𝐺 in SkeGAN is a
stochastic policy in RL which can sample tuples for the Monte Carlo
search. By performing a Monte Carlo search, the reward signal from
discriminator 𝐷 is passed back to 𝐺 even at its intermediate action
value. Further, policy gradients are used for updating the weights of
𝐺 via gradient ascent.

In the natural sketching process, the current position of the pen
dictates whether it must be on the paper or must be lifted when it

https://github.com/tensorflow/magenta-demos/tree/master/sketch-rnn-js
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Figure 2: Generator (Top) and Discriminator (Bottom) of
SkeGAN

is to be moved to the next coordinate. In other words, the offsets
influence the pen-states. In addition to this, the previous pen-state
influences the next pen-state. So, the current pen-state depends both
on its previous state and the current offset. To model this coupling,
we propose a fused generator 𝐺 consisting of two generators viz.
𝐺𝛾 for generating offsets and 𝐺𝜃 for generating pen-states. Each of
𝐺𝛾 and 𝐺𝜃 is an LSTM with a hidden size of 512. The hidden and
cell states of 𝐺𝛾 at time-step 𝑡 are denoted as ℎ̃𝑡 and 𝑐𝑡 , respectively.
And that of 𝐺𝜃 are denoted as ℎ̂𝑡 and 𝑐𝑡 , respectively. The coupling
is achieved by having two update gates 𝜎𝑐 and 𝜎ℎ with learnable
parameters. The coupling effect can be mathematically described in
the following equations:

ℎ̂ = 𝜎ℎ(𝑊ℎ[ℎ̃𝑡 , ℎ̂𝑡−1] + 𝑏ℎ) (1)

ℎ̂𝑡 = ℎ̂ ⊙ ℎ̃𝑡 + (1 − ℎ̂) ⊙ ℎ̂𝑡−1 (2)

𝑐 = 𝜎𝑐 (𝑊𝑐 [𝑐𝑡 , 𝑐𝑡−1] + 𝑏𝑐 ) (3)

𝑐𝑡 = 𝑐 ⊙ 𝑐𝑡 + (1 − 𝑐) ⊙ 𝑐𝑡−1 (4)

where ⊙ refers to element-wise multiplication and𝑊ℎ ,𝑊𝑐 , 𝑏ℎ and 𝑏𝑐
are learnable parameters. The Generator of the proposed architecture
is shown in the top portion of Figure 2. At each time-step 𝑡 , 𝐺̃
generates 𝑦𝑡 and 𝐺 generates 𝑦𝑡 . The parameters for the distribution
of offsets are estimated from 𝑦𝑡 while those for the distribution of
pen-states are estimated from 𝑦𝑡 as given in [9].

The discriminator 𝐷 is a Bidirectional LSTM with a hidden size
of 256. A batch with one half containing generated sketches and
another half from the dataset is shuffled and given to it. The forward
and the backward hidden states of the LSTM are concatenated and
mapped to a vector of dimension 2 followed by softmax activation

to predict the probability of each sequence being real or fake. The
discriminator is shown in the bottom portion of Figure 2.

Policy gradient based formulation: Let𝐺 = (𝐺̃𝛾 ,𝐺𝜃 ) and 𝐷 = 𝐷𝜙 .
Since this policy gradient based formulation is meaningful only for
discrete tokens, the following discussion pertains to 𝐺𝜃 alone. Given
a sequence 𝑌 = (𝑦1, 𝑦2, ..., 𝑦𝑇 ), where each 𝑦𝑡 is a 3-tuple consisting
of a valid pen-state i.e. 𝑦𝑡 ∈ Y and Y = {(1, 0, 0), (0, 1, 0), (0, 0, 1)}.
At a time-step 𝑡 , the state 𝑠 of𝐺𝜃 is the sequence of produced tokens,
which is (𝑦1, 𝑦2, ..., 𝑦𝑡−1) and its action 𝑎 is to select the next token
𝑦𝑡 . It can be observed that though the policy model 𝐺𝜃 (𝑦𝑡 | 𝑌1:𝑡−1)
is stochastic, the transition state is deterministic after an action. In
other words, if 𝑠 = 𝑌1:𝑡−1 is the current state and the action is 𝑦𝑡 ,
then the next state 𝑠 ′ equals 𝑌1:𝑡 . 𝐷𝜙 (1 : 𝑌𝑡 ) is the probability of the
sequence generated until time step 𝑡 being real or not. Since there is
no intermediate reward for an incomplete sequence, the objective of
𝐺𝜃 is to generate a sequence from the start state 𝑠0 which maximizes
the expected end reward as given by:

𝐽 (𝜃 ) = E[𝑅𝑇 | 𝑠0, 𝜃] =
∑
𝑦′∈Y

𝐺𝜃 (𝑦′ | 𝑠0) ·𝑄𝐺̂𝜃

𝐷𝜙
(𝑠0, 𝑦

′) (5)

where 𝑄𝐺̂𝜃

𝐷𝜙
(𝑠0, 𝑦′) is the action-value function of the sequence and

𝑅𝑇 is the reward of the complete sequence. 𝑄𝐺̂𝜃

𝐷𝜙
(𝑠0, 𝑦′) is the ex-

pected accumulative reward starting from state 𝑠, taking action 𝑎 by
following the policy𝐺𝜃 . The next step is to estimate the action-value
function. The estimated probability of a sequence being real, i.e.
𝐷𝜙 (𝑌𝑛1:𝑇 ), is considered to be the reward for 𝐺𝜃 . 𝐷𝜙 can provide
the reward for a complete sequence only. Also, one must look for
maximizing the long-term rewards. Therefore, to evaluate every in-
termediary step 𝑡 , Monte Carlo search with a rollout policy 𝐺𝛽 is
used to sample the rest of the 𝑇 − 𝑡 tokens.

Let the output of an 𝑁 -time Monte Carlo search be represented
as:

𝑀𝐶𝐺̂𝛽 (𝑌1:𝑡 ;𝑁 ) = {𝑌 1
1:𝑇 , ..., 𝑌

𝑁
1:𝑇 } (6)

where 𝑌𝑛1:𝑡 = (𝑦1, ..., 𝑦𝑡 ) and 𝑌𝑛
𝑡+1:𝑇 is sampled based on rollout policy

and the current state. Here 𝐺𝛽 is set to 𝐺𝜃 itself for simplicity and
speed. Thus, the action value function for 𝐺𝜃 is defined as:

(7)
𝑄
𝐺̂𝜃

𝐷𝜙
(𝑠 = 𝑌1:𝑡−1, 𝑎 = 𝑦𝑡 )

=

{
𝐷𝜙 (𝑌𝑛1:𝑇 ), 𝑌𝑛1:𝑇 ∈ 𝑀𝐶𝐺̂𝛽 (𝑌1:𝑡 ;𝑁 ) for t ≤ T

𝐷𝜙 (𝑌1:𝑡 ), for t = T

The advantage of using 𝐷𝜙 as the reward function is that, since it
is updated by the adversarial loss at every iteration, it improves in
its capability to distinguish between real and fake. Due to this, it can
provide better feedback to 𝐺𝜃 . The gradient of J(𝜃 ) with respect to 𝜃

is given by [27]:

∇𝜃 𝐽 (𝜃 ) =
𝑇∑
𝑡=1
E
𝑌1:𝑡−1∼𝐺̂𝜃

[ ∑
𝑦𝑡 ∈Y

∇𝜃𝐺𝜃 (𝑦𝑡 | 𝑌1:𝑡−1) ·𝑄𝐺̂𝜃

𝐷𝜙
(𝑌1:𝑡−1, 𝑦𝑡 )

]
(8)

Using likelihood ratios [32], ∇𝜃 𝐽 (𝜃 ) becomes:

∇𝜃 𝐽 (𝜃 ) ≃
𝑇∑
𝑡=1
E
𝑦𝑡∼𝐺̂𝜃 (𝑦𝑡 |𝑌1:𝑡−1) [∇𝜃𝐺𝜃 (𝑦𝑡 | 𝑌1:𝑡−1) ·𝑄𝐺̂𝜃

𝐷𝜙
(𝑌1:𝑡−1, 𝑦𝑡 )]

(9)

The parameters of 𝐺𝜃 are updated by the gradient ascent rule:
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𝜃 ← 𝜃 + 𝛼ℎ∇𝜃 𝐽 (𝜃 ) (10)

where 𝛼ℎ ∈ R+ is the learning rate at the ℎ𝑡ℎ iteration.
Apart from policy gradient rule to update 𝜃 , we also have the

standard adversarial loss to guide the generator 𝐺𝛾 . It is to be noted
that, as in [9], offsets are modeled as a GMM. We also scale the
pen-state outputs, the mixing weights and variance parameters of the
GMM by a temperature parameter denoted as 𝜏 to control the level of
randomness in generation. 𝜏 lies in [0, 1]. Further, in order to ensure
stability and faster convergence, we pre-train both the generator and
discriminator. Complete details regarding training of SkeGAN is
provided in the supplementary material.

3.3 VASkeGAN: VAE-GAN for Sketch
Generation

Since VAEs are good at representing data in the latent space and
GANs at generating data, we propose a VAE-GAN [14] based archi-
tecture VASkeGAN for sketch generation. The VAE in VAE-GAN
[14] produces meaningful representation of the data, which helps the
generator in generating data close to its actual distribution. [14] has
shown that VAE-GAN architecture alleviates blurring for CelebA
[16] and Labeled Faces in the Wild (LFW) [10] datasets. Due to
improved generating capabilities over a conventional VAE, we relax
the assumption used in [9] that the offsets are sampled from a GMM,
and assume that offsets are sampled as IID from N (0, 1). In other
words, our inductive bias is simpler. The proposed architecture is
shown in Figures 3 and 4.

The encoder is a bi-directional LSTM with 256 hidden units
that encodes the given sketch in to a latent vector 𝑧 of size 𝑁𝑧 ,
as in a standard VAE. The decoder of the VAE doubles up to be
the generator of the GAN. It is an LSTM with 512 hidden units
that samples sketches conditioned on 𝑧. The initial hidden state
ℎ0 and cell state 𝑐0 are derived from 𝑧 via the following equation:
[ℎ0; 𝑐0] = 𝑡𝑎𝑛ℎ(𝑊𝑧𝑧 +𝑏𝑧 ), where𝑊𝑧 and 𝑏𝑧 are learnable parameters.
The input 𝑥𝑖 to the decoder at each time-step 𝑖 is the previous point
𝑆𝑖−1 concatenated with 𝑧. The output of decoder 𝑦𝑖 ∈ R7 at every
time-step 𝑖, can be split as:

[𝜇𝑥,𝑖 , 𝜇𝑦,𝑖 , 𝜎̃𝑥,𝑖 , 𝜎̃𝑦,𝑖 , (𝑞1,𝑖 , 𝑞2,𝑖 , 𝑞3,𝑖 )] = 𝑦𝑖 (11)

Exponential operation is applied to 𝜎̃𝑥,𝑖 𝜎̃𝑦,𝑖 so that the standard
deviations are non-negative. Softmax is used on 𝑞’s to calculate
the probabilities of the pen-states. The sampling of ∆𝑥𝑖 and ∆𝑦𝑖 is
akin to the reparametrization trick. In other words, ∆𝑥𝑖 ∼ N (0, 1)
and ∆𝑦𝑖 ∼ N (0, 1) are independently sampled and ∆𝑥𝑖 and ∆𝑦𝑖 are
calculated as:

∆𝑥𝑖 = ∆𝑥𝑖 · 𝜎𝑥,𝑖 + 𝜇𝑥,𝑖 ∆𝑦𝑖 = ∆𝑦𝑖 · 𝜎𝑦,𝑖 + 𝜇𝑦,𝑖 (12)

For discriminator, we experimented with both LSTM and GRU
with 512 number of hidden units.

Encoder and decoder (generator) are trained with standard KL
loss (𝐿𝐾𝐿) and reconstruction loss (𝐿𝑅 ). Further, generator is also
guided by the standard adversarial loss. As in SkeGAN, temperature
𝜏 is used here as well. Further details regarding training are provided
in the supplementary material.

4 EXPERIMENTS AND RESULTS
4.1 Datasets, Baselines and Performance Metric
We have used the QuickDraw Dataset created in [9] for training
and experimentation. QuickDraw consists of sketches belonging to
345 different categories. Each category consists of 75000 sketches
for training, 2500 for validation and 2500 for testing. As of today,
QuickDraw is the only dataset with a large number of sketches
in vector format for training and testing. We trained VASkeGAN
and SkeGAN on the categories of sketches such as cat, firetruck,
mosquito and yoga poses. Since there is huge variety of sketches
in QuickDraw, we chose these categories because they represent
the sketches of humans, animals, insects and non-living things, and
capture the diversity of the dataset. We have trained a separate
model for each of the categories for both VASkeGAN and SkeGAN
architectures, as done for Sketch-RNN in [9]. VASkeGAN was
trained for 200000 iterations on the aforesaid sketch categories. The
total number of training rounds for cat, mosquito, yoga and firetruck
sketches are 4, 3, 6 and 4 respectively. The results of SkeGAN and
VASkeGAN along their implications are discussed subsequently. We
have quantitatively assessed the visual appeal of the sketches by
performing a human evaluation with a group of 45volunteers, to rate
the sketches on a scale of 1 – 5 on the categories such as clarity,
drawing skill and naturalness. The experiments conducted are in line
with those done on Sketch-RNN and for results of Sketch-RNN on
the corresponding experiments, due to paucity of space, the readers
are requested to refer [9].

4.2 Results
Unconditional Generation of SkeGAN: All of the sketches are
generated with a single starting tuple 𝑆0. Subsequently tuples are
generated until the pen-state 𝑞3 equals 1 or the number of tuples
generated becomes 𝑁𝑚𝑎𝑥 . Figure 5 shows some of the sketches
generated for the aforesaid categories. Note that the sketches to the
left of the separating line in Figure 5 are generated just after the
pre-training of the 𝐺𝜃 . The sketches to the right of the separating
line are generated by the trained model. The visual appeal of the
generated images on the right favours the combination of policy
gradients and adversarial loss for generating sketches. The images
on the left of separating line indicates that pre-training is essential
but not sufficient to generate good sketches. It is very clear from
Figure 5 that the scribble effect as seen in Figure 1 is absent.
Sketch Completion by SkeGAN: In order to test the extrapolative
abilities of SkeGAN, we feed a partially drawn sketch and observe
how it can figure out various endings for the incomplete sketch. The
generator which is trained with sketches of a particular category,
is conditioned with an incomplete sketch from that category. The
hidden state of the generator after this conditioning is ℎ, which con-
tains the semantic information of the incomplete sketch. Using this
information, the remainder of the tuples for the sketch are sampled
from the generator, with ℎ as its initial hidden state. Figure 6 shows
various completions for the same input sketch at a temperature 𝜏

of 0.25. The completed sketches shown are indeed meaningful and
visually appealing, which highlights the creative aspect of SkeGAN.
Sketches Generated by VASkeGAN: We allow the trained model
to generate sketches after being conditioned by a sketch from a par-
ticular class. A sample of the generated images are shown in Figure
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Figure 3: Encoder and Decoder of VASkeGAN architecture.

Figure 4: Discriminator of VASkeGAN architecture.

Figure 5: Sketches generated by SkeGAN after pre-training
(left) and after the actual training (right).

7. This confirms that the model is indeed generating meaningful
sketches and not random strokes. Here too, the scribble effect is
absent.

Following this, we experimented by training VASkeGAN as a
standalone GAN wherein only the generator (decoder) and the dis-
criminator are retained. We found that the sketches generated in this
case for all the categories are just doodles without any discernible en-
tity. This experimentally validates the fact that discrete outputs pose
a difficulty for the gradient updates to be passed from discriminator
to generator for the weight update. Hence empirically strengthening
the argument in favour of the formulation of SkeGAN.
Transfer Learning by VASkeGAN: The weights of the model
trained on cat sketches for 200000 iterations are transferred to train

Figure 6: Partially drawn sketches (Left). Completed sketches
by SkeGAN (Right).

two different models on pig and aeroplane sketches. In this case, the
training is done for only 100000 iterations. Figure 8 shows the pig
and aeroplane sketches generated by transferring the learnt represen-
tations across categories. This shows that VASkeGAN generalizes
well and is able to transfer the knowledge across categories. Transfer
learning on SkeGAN led to a mode collapse, which is a direction of
future investigation.
Visual Appeal: The average of scores for a particular criterion
across different categories are tabulated in Table 1. Sketch-RNN
[9] performs closest to the groundtruth while SkeGAN is not too far
away. Further, SkeGAN outperforms VASkeGAN, again emphasiz-
ing the importance of policy gradients to model pen states. Overall,
SkeGAN generates sketches that are clear, artistic and natural as
those generated by Sketch-RNN and those in the dataset.

5 DISCUSSIONS
We now present some ablation studies related to our models and also
compare the training times of SkeGAN with VASkeGAN.

Effect of Temperature 𝜏:
Conditional Generation of VASkeGAN: We fix a sketch from each
category and vary the temperature 𝜏 to see its effect on the recon-
struction. The effect of temperature on sketches trained with GRU
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Figure 7: Sketches generated by VASkeGAN with GRU discrim-
inator (Top) and LSTM discriminator (Bottom).

Figure 8: Transfer learning with GRU discriminator (Top) and
LSTM discriminator (Bottom).

Model Clarity Drawing Skill Naturalness
Dataset 2.79 ± 1.01 2.71 ± 1.07 2.6 ± 1.12

SkeGAN 2.25 ± 1.1 2.25 ± 1.04 2.24 ± 1.21
Sketch-RNN 2.76 ± 1.02 2.61 ± 1.03 2.5 ± 1.06

VASkeGAN(GRU) 1.8 ± 0.86 1.74 ± 0.91 1.87 ± 1.12
VASkeGAN(LSTM) 1.87 ± 0.93 1.68 ± 0.79 1.83 ± 1.04

Table 1: Human Evaluation for Visual Appeal

and LSTM discriminators is shown in Figure 9. The images to the
left of the separating line in the top and bottom subfigures are the
human input to the trained model. To the right of the separating line
in both the subfigures are the ones that are conditionally generated
by the VASkeGAN model at the temperatures of 0.2, 0.4, 0.6, 0.8
and 1.0 respectively. From the Figure 9, it can be noticed that as
the temperature increases the “randomness" increases. Under the
influence of 𝜏 , 𝜎2

𝑥 , 𝜎2
𝑦 and 𝑞𝑘 are replaced by 𝜎2

𝑥𝜏 , 𝜎2
𝑦𝜏 and 𝑞𝑘

𝜏 re-
spectively. Therefore, higher the value of 𝜏 more is the influence of
variance which is translated into variations in the sketch generation.
This is consistent with what is observered with Sketch-RNN when
there is a variation in temperature 𝜏 [9].

Another observation is that the generated sketches of a particular
category has the best visual appeal for a particular temperature. It is
also at this temperature that along with reconstruction of sketches,
extra visually appealing features (not present in the input image)
are generated. For example, in Figure 9, the change in position of
whiskers of cats in the top subfigure and the generation of whiskers
on the cat’s face in the bottom subfigure, are not present in the human
input but are generated by reasoning out as to make the generated
sketch more natural.
Unconditional Generation of SkeGAN: The effect of temperature
𝜏 for unconditional generation is similar to its effect in conditional
generation in the case of VASkeGAN. As 𝜏 increases the randomness
of the generated sketches also increases. Since we are investigating
its effect on unconditional generation, there is no ground-truth to
compare the randomness. Instead, a group of sketches generated
with a particular 𝜏 must be compared with those generated with a
different value of 𝜏 . The influence of 𝜏 on 𝜎𝑥 , 𝜎𝑦 and 𝑞𝑘 is same for
those in conditional generation of VASkeGAN. In addition to this,
it influences the mixing weights of GMM by acting as its inverse
multiplier as in [9]. In Figure 10, there are 5 rows each depicting the
sketches generated by SkeGAN at 𝜏 values of 0.2, 0.4, 0.6, 0.8 and
1.0. We find here that 𝜏 value of 0.4 is ideal for sketch generation
based on visual appeal.
Weighting Policy Gradient Loss: In order to understand the effect
of policy gradient loss on the training, we multiply the loss with
different weights and analyze its effect on the sketches generated.
Figure 11 shows the effect of multiplying weights to policy gradient
loss on the sketches generated. One can observe that the weightage
given to both policy gradient loss and adversarial loss must be equal
in order to generate visually appealing sketches. Therefore, the
ideal weight for both adversarial loss and policy gradient loss is 1.0
respectively.
Weighting KL Divergence Loss for VASkeGAN: To understand
the effect of weighting KL Divergence loss, we assign different
values to 𝑤𝐾𝐿 such as 0.25, 0.5 and 1.0 and analyze the quality of
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Figure 9: Effect of temperature on VASkeGAN with GRU dis-
criminator (Top) and LSTM discriminator (Bottom).

Figure 10: Effect of 𝜏 on sketches generated by SkeGAN.

sketches generated visually. Visually inspecting these sketches, we
conclude that a value of 0.5 is ideal for 𝑤𝐾𝐿 . Unlike in [9], where a
higher𝑤𝐾𝐿 produces images closer to the data manifold, in our case,
this behaviour is exactly opposite. Figure 12 shows the plot of 𝐿𝐾𝐿
for different values of 𝑤𝐾𝐿 while training the proposed model on
cat sketches with GRU and LSTM respectively as the discriminators.
The implication of this on the sketch generation is shown in Figure
13.
Training-time Comparison: Both VASkeGAN and SkeGAN are
trained on NVIDIA GeForce GTX 1080 Ti. The average time per
iteration for training VASkeGAN is 0.6s, and hence a total time of
33.33 hours to train the model (for 200000 iterations) for a given
category. The average time per iteration (one iteration of generator
+ two iterations of discriminator) for SkeGAN is 16.95s. The total
time to train SkeGAN for cat, mosquito, yoga and firetruck sketches
are 13.18 hours, 9.88 hours, 19.77 hours and 13.18 hours respec-
tively, which are much lesser than the training time of VASkeGAN

Figure 11: Effect of weighting policy gradient loss for cat
sketches (Top) and firetruck sketches (Bottom).

Figure 12: Plot of 𝐿𝐾𝐿 for various 𝑤𝐾𝐿 for GRU (left) and for
LSTM (right) discriminators.

Figure 13: Effect of 𝑤𝐾𝐿 on the generated sketches at constant
𝜏 of 0.25.
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(33.33 hours). SkeGAN evidently admits faster convergence than
VASkeGAN. Both SkeGAN and VASkeGAN converges faster than
Sketch-RNN which takes more than a million iterations to converge2.

6 CONCLUSION
In this work, we propose two GAN-based approaches to address the
problem of sketch generation in vector format. Until now, only a
handful of approaches based on VAE [2, 7, 9, 33], address this prob-
lem. We propose two architectures viz. SkeGAN and VASkeGAN, the
former a standalone GAN with policy gradients and adversarial loss,
while the latter based on VAE-GAN. SkeGAN generates sketches
that are better, both qualitatively and quantitatively, than those gener-
ated by VASkeGAN and has a faster convergence than VASkeGAN.
This is attributed to the effective modelling of the sketching process
and the novel combination of adversarial and policy gradient loss in
SkeGAN. It also generates sketches that are at par with those from
the dataset and those generated by Sketch-RNN. Most importantly,
both VASkeGAN and SkeGAN minimize the scribble effect. They
converge faster than Sketch-RNN. This highlights the effectiveness
of GANs for this task. Future directions include generalizing this
work to larger vector-art datasets, including cartoons.
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