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A B S T R A C T   

A new machine learning model, named, EEWPEnsembleStack has been developed for predicting the magnitude 
of the earthquake from a few seconds of recorded ground motion after the arrival of the P phase. The testing and 
training dataset consists of 2360 and 591 strong-motion records from central Japan recorded by the Kyoshin 
Network. Eight parameters that are well correlated with the magnitude have been used for training and testing of 
the model. Feature ablation study using several models shows that a minimum mean absolute error of 0.42 has 
been obtained for the case when the model has been trained by using all parameters rather than by a single 
parameter. The model ablation study indicates that among all individually trained single models, the minimum 
error has been obtained for a Decision Tree regression model. However, the error is minimized when all machine 
learning models have been together utilized in the EEWPEnsembleStack model for the training purposes. The 
EEWPEnsembleStack model has been used to predict a 6.3 magnitude earthquake by using its 21 records from 
various stations that lie within 50 to 150 km epicentral distance. The predicted magnitude from the developed 
model using weighted magnitude prediction is obtained as 6.4, which is close to the actual magnitude. The 
comparison of the predicted magnitude of this earthquake from the developed model with that predicted by 
using popular τc and Pd methods clearly indicates the suitability of the developed machine learning model over 
other conventional models.   

1. Introduction 

Earthquakes are the worst natural disasters in terms of loss of life and 
property. Predicting an earthquake magnitude before its major phase 
strikes any region is a challenging task for reducing damage due to an 
earthquake. Several earthquake early warning networks (EEWN) have 
been deployed worldwide, designed to issue warnings to the surround
ing region before the arrival of the major destruction phase. Earthquake 
early warning signals allow people to take effective measures to reduce 
seismic hazards (Allen and Kanamori, 2003; Odaka et al., 2003; Allen 
et al., 2009; Behr et al., 2015; Atefi et al., 2017). The earthquake early 
warning systems (EEWS) are installed and are tested in many seismically 
active areas, including India (Chamoli et al., 2019), Taiwan (Wu and 
Teng, 2002; Chen et al., 2016), Japan (Kamigaichi et al., 2009), Turkey 
(Erdik et al., 2003), Italy (Zollo et al., 2009; Colombelli et al., 2020), 
California (Allen and Kanamori, 2003; Kuyuk et al., 2014; Kohler et al., 
2018), China (Peng et al., 2011; Zhang et al., 2016; Wang et al., 2020), 
South Korea (Sheen et al., 2017), Mexico (Aranda et al., 1995), Bhu
charest (Ionescu et al., 2007). Most of these networks predict the 
magnitude of the earthquake based on predominant periods or the 

amplitudes of the first few seconds of P waves at single or multiple 
stations (Wu and Zhao, 2006; Wu and Kanamori, 2005; Böse et al., 2009; 
Brown et al., 2009; Kuyuk and Allen, 2013; Olivieri et al., 2008; Shieh 
et al., 2008; Wu et al., 2007). The magnitude prediction approaches in 
most of the recent Earthquake Early Warning (EEW) systems are based 
on the empirical relationship between P wave onset parameters and the 
magnitude of the earthquake (Zhu et al., 2021a). The empirical rela
tionship used in most of the EEWS are based on simple linear regression 
relations (Kanamori, 2005; Wu and Zhao, 2006; Wu et al., 2006, 2007; 
Zollo et al., 2006; Wang et al., 2009; Lin et al., 2011, Festa et al. 2008). 

These methods are based on estimating magnitude using a single 
parameter which is one of the major disadvantages as a single parameter 
contains less information than multiple parameters (Zhu et al., 2021b). 
Moreover, some parameters are affected by signal to noise (SN) ratio and 
epicentral distance (Carranza et al., 2015). It is seen that the estimation 
of magnitude by using conventional empirical relations has a serious 
problem of overestimation for small earthquakes and underestimation 
for large earthquakes (Zhu et al., 2021b). In this work, the machine 
learning method for EEW uses the initial phase of data related to the less 
destructive P phase. The important hidden information from data can be 
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extracted using machine learning tools (Reyes et al., 2013). Machine 
learning helps to construct models and recognise patterns by a cognitive 
system using a data set. 

Recent studies by Mousavi and Beroza (2020), Perol et al. (2018), 
Reddy and Nair (2013), Ochoa et al. (2017), Zhu et al. (2021), Zhang 
et al. (2021) have demonstrated that machine learning and deep 
learning methods have excellent potential for its use in magnitude 
estimation in EEW systems. However, machine learning models used for 
EEWS are primarily based on small to moderate events (Ochoa et al., 
2017; Kuang et al., 2021; Zhang et al., 2021). The rapid determination of 
large earthquake magnitudes (MJMA ≥ 6.5) using machine learning in 
EEWS remains elusive (Zhu et al., 2021b). This paper presents an 
ensemble model consisting of several machine learning models, which is 
applicable for predicting 3.0 to 7.4 magnitude earthquakes. This paper 
explores the learning ability of the ensemble model for estimating 
magnitude based on selected features carefully extracted from the early 
3 s of the P phase of the earthquake record. The impact of various fea
tures on the magnitude prediction ability of the model has also been 
studied in detail, together with the relationship of extracted features on 
the magnitude of the earthquake. 

2. Data 

The Japanese Islands lie at the junction of four major tectonic plates: 
the Pacific plate, the Philippine Sea plate, the North American plate and 
the Eurasian plate (Wei and Seno, 1998), as shown in Fig. 1. Seismic 
activity in Japan is mainly attributed to the collision and subduction 
zone between the Eurasian, Philippine Sea, North American, and Pacific 
plates. In this region, the Pacific and Philippine Sea plates subduct 
beneath the North American and Eurasian plates. In this region, the 
Pacific plate subducts beneath the North American plate at a rate of 8 
cm/year, while the Philippine Sea Plate subducts beneath the North 

American and Eurasian plates beneath Nankai Trough at an approxi
mately 4 cm/year and 4 – 7 cm/year, respectively (Satake, 2015). These 
subductions cause strain accumulation on the plate boundaries and 
generate interplate earthquakes when the accumulated strain is sud
denly released (Satake, 2015). The source mechanism of earthquake is 
mainly related to the type of plate boundaries with which it is associ
ated. The Nankai Trough is among the best-known subduction zones in 
the world regarding the recurrence of large earthquakes (Satake, 2015). 
The characteristic features of an earthquake from this subduction zone 
are ground shaking and aftershock recording in a large area (Satake, 
2015). In the present work, the earthquakes originating from the sub
duction and collision zone of the Philippine Sea Plate and North 
American Plate with the Eurasian plate have been considered for simi
larities in their characteristics. Kyoshin Network (K-NET) is a network of 
strong-motion seismographs installed at approximately 1,000 locations 
in Japan. The earthquakes recorded by stations of K-NET lying between 
30◦ to 36◦ N and 128.5◦ to 138◦ E have been considered in this work. 
Fig. 2a shows the location of the epicentres of earthquakes that have 
occurred in this region from 1996 to 2021. 

The location of recording stations that have recorded these earth
quakes is shown in Fig. 2b. The time-series recorded by the stations of 
the K-NET of the National Research Institute for Earth Science and 
Disaster Prevention (NIED), Japan (Aoi et al., 2011) has been used for 
extracting features from the early 3 sec of the P phase. The identification 
of the P phase from the record in this work is based on the short-time- 
average through long-time-average trigger (STA/LTA) algorithm given 
by Allen (1978) using a threshold value of 2.0. Most EEWS installed 
worldwide use three seconds of the P wave records to predict the 
magnitude (Wu and Zhao, 2006; Wu et al., 2007). In this work, three- 
second records after the onset of the P phase have been used for 
training and testing the proposed ensemble model. A total of 2951 
earthquake data recorded between January 1996 to August 2021 has 

Fig. 1. Geology of Japan’s island (modified after Wakita (2013)). The direction of plate motion was taken after Takla et al. (2013). The red rectangular boundary 
shows the study area used in the present work. 
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been used in this work. Fig. 2a and b show earthquakes’ locations and 
the recording stations corresponding to records used in the training and 
testing data sets. The data recorded within a hypocentral distance of 50 
to 150 km has been used to clarify the P phase. The entire dataset 
consists of records from earthquakes of a magnitude of atleast 3. Eighty 
percent of the entire data set has been divided into training purposes, 
while the remaining 20% has been utilised for testing purposes. A total 
of 2360 earthquake records in the training data set and 591 in the testing 
data have been randomly selected from the entire data set and are shown 
in Fig. 3. 

3. Methodology 

Earthquake magnitude gives an idea about the size of an earthquake 
and is a prime concern in every EEW system. The earthquake early 
warning networks installed in different parts of the world predict the 
magnitude of an earthquake from the early few seconds of the ground 
motion using features like characteristics period (τc) given by Kanamori 
(2005), predominant period (τp) given by Allen and Kanamori (2003), 
velocity squared integral (IV2) given by Festa et al. (2008) and peak 
ground displacement (Pd) given by Wu and Kanamori (2005). In the 
present work, the popular earthquake early warning features like τc, τp, 
IV2, and Pd have been used for training and testing of the model. The 
features are defined as displacement squared integral (ID2) and the ratio 
of peak ground velocity with peak ground displacements (Tvd), have also 

been utilised in the present work to train the model. These features are 
similar to those already defined by Festa et al. (2008). In this work, 
features extracted from the autocorrelation function (ACF) of displace
ment records have been utilised. The ACF has been previously used by 
Sinvhal and Khatri (1983) for the discrimination of various sedimentary 
beds in seismic exploration. In this work, the ratio of the parameter of 
the ACF function at three lag with zero lag (ACF1) and the ratio of the 
area on the positive and negative sides of the abscissa obtained from the 
displacement function (ACF2) have been used to train the model. A total 
of eight features have been selected for the training and testing of the 
model. 

Once the features have been extracted, their dependency on the 
magnitude of an earthquake can be determined by a correlation study 
which is an essential task before training any model for predictions. The 
correlation study is used to project the extent to which features are 
related to each other. The correlation of various features with the 
earthquake’s magnitude has been determined using the Pearson and 
Spearman correlation matrix and is shown in Fig. 4a and b. The 
Spearman correlation can be used as a measure of the monotonic asso
ciation, while the Pearson correlation is associated with the amount of 
linear relationship between two parameters (Schober et al., 2018). The 
value of a correlation coefficient of more than 0.1 to 1.0 amounts to a 
weak and very strong correlation (Schober et al., 2018). The value of 
Pearson and Spearman coefficients between different parameters used in 
this work is shown in Fig. 4a and b, respectively. The Pearson coefficient 

Fig. 2. (a) Location of epicentres and (b) recording stations used in the present work. The stations and epicentres are shown by solid triangles and stars, respectively. 
Tectonics of the region is taken after Takla et al. (2013). 

Fig. 3. (a) Distribution magnitude of earthquakes with respect to the epicentral distance of records used in the training and testing data sets, (b) distribution of 
earthquake records used in the training and testing data sets with respect to the epicentral distance, and (c) distribution of records used in the training and testing 
data sets with respect to the magnitude of the earthquake. The blue and green colors used in this figure represent values for testing and training data sets, 
respectively. 
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between different parameters shown in Fig. 4a indicates that various 
parameters used in this work have weak (0.1 to 0.39) to moderate linear 
correlation (0.4 to 0.69) with the magnitude of the earthquake. How
ever, the Spearman correlation coefficient between different parameters 
indicates the presence of a strong to moderate monotonic association 
with the magnitude of an earthquake. The parameter ACF2 shows the 
presence of weak linear correlation with magnitude. This parameter 
shows a clear presence of monotonic association with other parameters, 
which have a strong monotonic and linear association with the magni
tude of the earthquake. Hence in the present work, all eight parameters 
have been utilised for the feature ablation study for the training of the 
machine learning model. 

Once the features and their correlation with the magnitude have 
been established and the model has been finalised, the next task is to 
reduce the overfitting of the model. In the present work, the K-fold cross- 
validation has been applied to reduce the overfitting of the model. K-fold 
cross-validation is based on the holdout concept, in which a single 
holdout concept is repeated across multiple folds of data. The fraction of 
data has been used for testing, and the remaining has been used for 
training the model. The process is repeated using 10 different values of 
fractions. The following basic steps have been used to obtain a 10-fold 
cross-validation (Gunes et al., 2017):  

1. Divide training data into ten disjoint sets of equal sizes.  
2. Prepare the holdout part of the data as the test set. Make ten holdout 

sets and use them one at a time.  
3. Training the model on remaining data that has not been used for the 

holdout.  
4. Test the trained model using a holdout set.  
5. Measure the performance of K-fold cross-validation by taking an 

average of results obtained from ten holdout test sets. 

Ensemble models in machine learning tools consist of different 
models and are generally used to optimise the prediction error and thus 
enhance the accuracy of the prediction model, which otherwise is not 
possible in individual models. It combines the results obtained from 
various models to generate a better result. The stacking of ensemble 
models allows the prediction generated by one layer to be used as input 

by the other layer. The next layer gives the result based on the pre
dictions generated by the previous layer. In the present work, an 
ensemble model named “EEWPEnsembleStack” has been designed in 
Python, which consists of many popular machine learning models. The 
grid search technique has been applied to determine the best hyper
parameters of individual models used in the EEWPEnsembleStack by 
comparing 10-fold cross-validation results. The optimised set of hyper
parameters from grid search has been selected using evaluation metrics 
such as mean and standard test scores. Various steps that are performed 
to obtain optimised hyperparameters for the model are shown in Fig. 5. 

The EEWPEnsembleStack model incorporates models like AdaBoost, 
XGBoost, LightGBM regressor, Decision Tree, and Lasso regression, 
respectively. These models are defined in the following section. 

3.1. AdaBoost 

AdaBoost is a boosting algorithm introduced by Freund and Schapire 
(1997). In AdaBoost technique, regression is performed in a training set 
of x input data containing k features from n samples. The input data 
during testing is represented by (x,y), where y is the actual output. The 
AdaBoost initialises the weights given by a hyperparameter named 
’learning_rate’ in the Python API, which is 0.01. The initial base esti
mator is selected, which has been used as the default initialisation with 
default max_depth. The weights are initialised for each data point. In this 
study, the iterative operation starts with iterators given by the ’n_esti
mators’ hyperparameter, which is 100 for AdaBoost 1 and 250 for 
AdaBoost 2. The other hyperparameters were set as default, given in the 
Python API. The AdaBoost algorithm uses the linear loss function as a 
loss estimator for updating weights after each iteration. The final result 
is predicted by combing the predictions from individual ’m’ models with 
the help of a weighted majority vote (Hastie et al., 2009) as given below: 

M(x) = sign

(
∑m

i=1
αiMi(x)

)

(1)  

where αi, i = 1, ..,m are calculated from the Adaboost algorithm given by 
Hastie et al. (2009), and it also gives weights to the contribution of the 
respective model Mi(x), i = 1, ⋯, m. In the AdaBoost algorithm, the 

Fig. 4. (a) The Pearson, and (b) the Spearman correlation coefficient matrix heatmap between features, color coding, is from − 1(dark blue) to + 1(dark red). The 
symbol f0, f1, f2, f3, f4, f5, f6, f7, and M used in this figure represent parameters τp, τc, IV2, ID2, Tvd, ACF2, Pd, ACF1 and actual magnitude, respectively. 
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sampling weight assigned to train the model is iteratively selected using 
steps defined by Hastie et al., 2009. 

3.2. Xgboost 

XGBoost is an ensemble machine learning model which consists of 
ensembles of learning trees developed by Chen and Guestrin (2016). 
XGBoost is a sparse-aware algorithm that can handle missing and very 
low-frequency data. The XGBoost is an optimised gradient boosted tree 
and a regularised model which measures tree complexity while building 
them. The training loss used in the model is set by a hyperparameter 
objective function which represents a linear loss. The objective function 
of the XGBoost model is given below (Chen et al., 2019): 

Obj =
∑N

i=1
L(yi, ŷi)+

∑K

k=1
Ω(fk) (2) 

The function L shown in the above equation represents the linear loss 
function used in the XGBoost model. The complexity of the tree has been 
calculated by using the following equation (Chen et al., 2019): 

Ω(fk) = γT +
1
2

λ
∑T

J=1
w2

j (3) 

In the above equation, λ represents the L2 normalisation hyper
parameter, wj represents the leaf weight, T represents the number of 
leaves and γ represents the hyperparameter to be multiplied by T. In the 
XGBoost model, optimal weight w*

j are calculated iteratively by using 
the following minimum objective function: 

minObj = −
1
2
∑T

j=1

G2
j

Hj + λ
+ γT (4) 

In this equation, Gj and Hj are defined as. 

Gj =
∑

i∈Ij

gj (5)  

Hj =
∑

i∈Ij

hj (6) 

The final value of the hyperparameter selected after grid search for 
the XGBoost model is given in Table 1. The hyperparameters that are not 
shown in the Table 1 have been used as default values provided by the 

python API. 

3.3. LightGBM regression 

The LightGBM model is among a few machine learning models with 
fast training speed and less memory usage (Wang and Wang, 2020). 
XGBoost uses a level-wise tree growth method, while LightGBM uses a 
leaf-wise growth method in which the model provides the depth limit. 
Leaf-wise growth reduces significant errors and gives higher accuracy 
than the level-wise growth strategy (Wang and Wang, 2020). The 
objective function of LightGBM is the same as XGBoost, as shown in eq 
(2). The objective function used in the LightGBM Regression after 
applying Taylor series expansion is given by the following equation: 

Obj(t)j =
∑T

j=1

[

Gjwj +
1
2
(
Hj + λ

)
w2

j

]

(7) 

The optimised hyperparameters used in LightGBM have been ob
tained after applying grid search. Two different models, namely, 
LightGBM 1 and LightGBM 2, have been prepared using different sets of 
hyperparameters obtained after applying an optimised hyperparameter 
grid search on the LightGBM model. The value of hyperparameter 
’max_depth’ in the LightGBM 1 and LightGBM 2 model is obtained as 6 
and 3, respectively, after a grid search, while the value of hyper
parameter ’Num_boost_round’ obtained after a grid search is 300 and 
1000 for LightGBM 1 and LightGBM 2 models, respectively. The other 
hyperparameters are the same as that provided in the default value of 
the Python API. 

Fig. 5. The flowgraph represents various steps to obtain final optimised hyperparameters for the models using a 10-fold cross-validation step and grid search on 
hyperparameters. 

Table 1 
Final optimised hyperparameter when all features 
are passed in the XGboost model.  

hyperparameter Value 

max_depth 6 
learning_rate 0.2 
n_estimators 300 
min_child_weight 2 
reg_alpha 0.005 
reg_lamda 6 
min_child_weight 2  
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3.4. Decision Tree 

The decision tree consists of a tree-like model (Bishop, 2006). De
cision trees are referred to as classification and regression trees (CART) 
by Breiman et al. (1984). The root of the decision tree is at the top. The 
decision tree consists of an internal node, based on the internal node tree 
is split into edges. The final node is the leaf node from which no further 
split is made. The cost function of the decision tree used in regression is 
given below: 

Cost =
∑

(yi − ŷi)
2 (8)  

where yi is the actual value and ŷi is the predicted value. The tree per
formance is increased by pruning which involves removing branches 
with low feature importance. The optimised hyperparameter ’max_
depth’ value is 5 after applying grid search and 10-fold cross-validation 
step. 

3.5. Lasso regression 

Least absolute shrinkage and selection operator (Lasso) regression is 
used for controlling overfitting and feature selection of the model. 
Linear regression causes the problem of overfitting. Overfitting is the 
problem that arises when a model shows the perfect fitting of training 
data, while poor fitting is seen from the same model using the test data. 
The overfitting in the Lasso regression model is controlled by adding the 
following regularisation term in the error function (Bishop, 2006): 

ED(w)+ αEw(w) (9) 

In the above equation, α, ED(w) and Ew(w) represent the regularisa
tion coefficient, data-dependent error and the regularisation term, 
respectively. The objective function used in the Lasso regression is given 
as (Tibshirani, 1996): 

ObjLasso =
∑N

n=1

[

yn − xn*
∑M

j=1
wj

]

+α
∑M

j=1
|wj| (10) 

Fig. 6. The flowchart represents the steps to obtain the output using the EEWPEnsembleStack model. Layers 1, 2, and 3 represent different layers of the EEW
PEnsembleStack model. 
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In this equation, M and N represent the total number of features and 
data, and the parameter α represents the penalty term. The Lasso re
gressor uses the max-iter, which controls the number of iterations used 
in the gradient descent. The final values of α and ’max_iter’ obtained 
after optimised hyperparameter grid search and K fold cross-validation 
search in the present work are 0.1 and 5, respectively. 

3.6. EEWPEnsembleStack 

In the EEWPEnsembleStack model, six prediction results were 
generated by AdaBoost 1, AdaBoost 2, LightGBM 1, LightGBM 2, Deci
sion Tree, and XGBoost from the first layer are passed to the second 
layer. In the second layer, the Lasso regression model uses the pre
dictions from six models of the first layer as an input. It produces output 
and passes it to the third layer along with predictions from the first layer. 
The first layer predictions of LightGBM 1, LightGBM 2, AdaBoost 1, and 
AdaBoost 2 are passed to the third layer since the predicted results from 
these models were comparatively better than other models of the first 
layer. The three-layer algorithm predicts results with optimised error 
and better prediction than the individual models. The flowchart of the 
EEWPEnsembleStack model is given in Fig. 6. The architecture of this 
model has been visualised in Fig. 7. 

4. Validation of the model 

The EEWPEnsembleStack model has been trained with the randomly 
selected ’2360′ records of different earthquakes, and the trained model 
has been used for the prediction of magnitude using different features 
extracted from ’591′ records in the test data set. The accuracy of the 
prediction has been evaluated using R square (R2) and means absolute 
error (MAE) defined by the following formula: 

R2 = 1 −
SSres

SStot
(11)  

MAE =

∑
|yi − ŷi|

n
(12) 

In equation (11), SSres and SStot represent the sum of square residuals 
and average total, respectively. In equation (12), yi and ŷi represent 
predicted and actual magnitude, respectively, and n represents the total 
number of records in the test data set. The value of R2 lies between 0 and 

1. The value close to 1 indicates that the prediction is equal to the actual 
magnitude, while the negative value of R2 indicates worse predictions. 
Eight features have been extracted from 3 s of the P phase in the record, 
and the trained EEWPEnsembleStack model has been used to predict the 
magnitude. In this work, the model ablation study has been conducted to 
study the contribution of various individual models used in the EEW
PEnsembleStack model. Table 2 shows the ablation study result after 
removing various models from different layers. The performance has 
been analysed using evaluation metrics defined by the R2 and MAE 
score. The result of the model ablation study in Fig. 8a shows that the 
LightGBM 1, 2 and Lasso regression of Layer 2 models have the highest 
effect on the EEWPEnsembleStack model. Table 2 also indicates that 
even if one model from any layer of EEWPEnsembleStack is removed, 
then it will cause a negative impact on R2 or MAE score. The study shows 
that the EEWPEnsembleStack model using all eight models gives the best 
R2 score of value 0.63 and a minimum MAE score of value 0.419, and 
thus, it is suitable for a single station waveform’s feature study. It is seen 
from Fig. 8 a and b that the features like Pd, ID2, IV2 give minimum MAE 
score and maximum R2 scores. 

The ablation study of input features has been performed to compare 
the evaluation metrics obtained from the EEWPEnsembleStack model 

Fig. 7. The EEWPEnsembleStack model architecture, where the circle represents the prediction by the previous model attached to the circle, the rectangle represents 
the model, and the model colour is used to identify the name of the model, which is given in the legend. 

Table 2 
Model ablation study.  

Models used in EEWPEnsembleStack R2 
score 

MAE 
score 

[AdaBoost 1, AdaBoost 2, XGBoost, Decision Tree, LightGBM 
1, Lasso Regression, and Layer 3 Algo]  

0.63  0.422 

[AdaBoost 1, AdaBoost 2, XGBoost, Decision Tree, LightGBM 
2, Lasso Regression, and Layer 3 Algo]  

0.63  0.423 

[AdaBoost 1, AdaBoost 2, XGBoost, Decision Tree, Lasso 
Regression, and Layer 3 Algo]  

0.62  0.431 

[XGBoost, Decision Tree, LightGBM 1, LightGBM 2, Lasso 
Regression, and Layer 3 Algo]  

0.62  0.418 

[AdaBoost 1, AdaBoost 2, XGBoost, Decision Tree, LightGBM 
1, LightGBM 2, and Layer 3 Algo]  

0.62  0.428 

[AdaBoost 1, AdaBoost 2, XGBoost, Decision Tree, and Layer 
3 Algo]  

0.58  0.465 

[XGBoost, Decision Tree, LightGBM 1, LightGBM 2, and Layer 
3 Algo]  

0.6  0.436 

[AdaBoost 1, AdaBoost 2, XGBoost, Decision Tree, LightGBM 
1, LightGBM 2, Lasso Regression, and Layer 3 Algo]  

0.63  0.419  
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trained using different features. The feature ablation study has been 
done using the EEWPEnsembleStack model trained using different 
feature sets. Table 3 investigates the effect of various sets of features on 
the EEWPEnsembleStack model. Table 3 shows that Set 5, which consists 
of all features, gives the highest R2 score and lowest MAE score of value 
0.63 and 0.419, respectively, among all the sets considered in the 
training of models. The result shows that the accuracy in prediction 
increases with an increase in the number of input features used for 
training the model. 

The Shapley (SHAP) values in the LightGBM 1, LightGBM 2, and 

XGBoost models give information on the relevance of the feature used 
for the prediction of magnitude. The SHAP values of various features 
have been computed using the method given by Lundberg and Lee 
(2017) for the trained LightGBM 1, LightGBM 2, and XGBoost models 
and are shown in Fig. 9. It is seen from Fig. 9a, b and c that ID2 and ACF2 
features in the LightGBM 1, ID2 and ACF2 features in the LightGBM 2 
and ID2 and Pd features in the XGBoost are important estimators for 
magnitude study. 

5. Results 

The EEWPEnsembleStack model developed in this work consists of 
seven machine learning models and one final prediction algorithm in the 
third layer. The input to the EEWPEnsembleStack model consists of eight 
different extracted features from the early 3 s of the P phase of strong 
motion records. The EEWPEnsembleStack model has been trained for 
each of eight different features computed from the early three seconds 
after onsite of the P phase in the record. The predicted magnitudes ob
tained from the trained model using ’591′ records in the test data set 
have been compared with the actual magnitude in Fig. 10. 

Fig. 8. The comparison of various features and models based on (a) R2 and (b) MAE score.  

Table 3 
Ablation study result of input parameters.  

Set Number Input parameters R2 score MAE 
score 

1 [IV2, ID2]  0.56  0.470 
2 [ID2, Pd]  0.57  0.470 
3 [ID2, IV2, Pd]  0.59  0.460 
4 [ID2, IV2, Pd, ACF1]  0.60  0.440 
5 [ID2, IV2, Pd, ACF1, ACF2, Tvd, τp, and τc]  0.63  0.419  
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It is seen that the predicted magnitude is close to the actual magni
tude when the EEWPEnsembleStack model is trained with each of the 
eight features simultaneously. Fig. 10a, b, c, d, e, f, g, h, and i show that 
the features Pd, ID2, and IV2 act as promising features when used 
independently for the training of the EEWPEnsembleStack model. The 
importance of a single feature in the EEWPEnsembleStack model for 
magnitude prediction on the basis of evaluation metrics results which 
are arranged in decreasing order, is Pd, ID2, IV2, ACF1, τc, Tvd, τp, and 
ACF2, respectively. Comparison of prediction error with magnitude and 
hypocentral distances for all trained ensemble models based on Pd, ID2, 
IV2, Pd regression relation and all features are shown in Fig. 11. The 
predictions obtained from these trained models have been compared 
with that obtained from the following regression relation of Pd based on 
the Japanese data given by Jin et al. (2013): 

M = 0.91log10(Pd)+ 0.48log10(hy)+ 5.65 ± 0.56 (13) 

In the above expression, hy is the hypocentral distance in km. The 
following formula for the computation of mean (μ) and standard devi
ation (σ) of the prediction error has been used in the present work: 

μ =

∑(
Mpred − Mactual

)

n
(14)  

σ =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑(⃒

⃒Mpred − Mactual
⃒
⃒2
)

n

√
√
√
√

(15) 

It is seen from Fig. 11 that the prediction error obtained from 
EEWPEnsembleStack models trained by using Pd, ID2 and IV2 features is 
− 0.02 ± 0.60, 0.02 ± 0.62 and − 0.02 ± 0.63, respectively. This is 
among the lowest prediction errors obtained in models trained using 
single features. The average prediction error obtained from the EEW
PEnsembleStack model based on training by using all features is − 0.01 
± 0.5, which is the minimum among all models trained independently 
with a single feature. Further, the prediction has also been made using 
the same test data using the regression relation given by Jin et al. (2013), 
which is higher among all trained models. This is mainly due to the 
linear regression relation between Pd and magnitude used in the relation 
by Jin et al. (2013). The value of the Spearman and Pearson correlation 
coefficient of Pd parameter with magnitude is 0.47 and 0.7, respectively. 

Fig. 9. The result obtained using Shapley values applied to training data with (a) LightGBM 1 model, (b) LightGBM 2 model, and (c) XGBoost model. The parameter 
fi represents the name of the feature defined already in Fig. 3. 
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Fig. 10. Comparison of actual and predicted magnitude for test data set using EEWPEnsembleStack model based on (a) Pd, (b) IV2, (c) ID2, (d) ACF1, (e) τc, (f) Tvd, 
(g) ACF2, (h) τp, and (i) all features, respectively. 

Fig. 11. The comparison of (a) Magnitude plot of prediction error with respect to magnitude obtained in the EEWPEnsembleStack model trained by using (a) Pd, (b) 
ID2, (c) IV2, (d) regression relation based on Pd given by Jin et al. (2013), and (e) all eight features. The plot of prediction error with respect to magnitude obtained in 
the EEWPEnsembleStack model trained by using (f) Pd, (g) ID2, (h) IV2, (i) regression relation of Pd given by Jin et al. (2013), and (j) all eight features. 
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This clearly indicates that Pd has moderate linear correlation and strong 
monotonic correlation with magnitude, which is the main source of high 
error obtained while using simple linear regression relation for calcu
lation of magnitude. 

The comparison of prediction error with actual magnitude for 
different models in Fig. 11a, b, c, and e show that the prediction error is 
steadily increasing with an increase in magnitude in all cases. The 
comparison of prediction error with respect to the actual magnitude 
presented in Fig. 11a, b, c and e show that the value of saturation 
magnitude has been effectively increased in the case of the EEWPEn
sembleStack model based on all features. Fig. 11d, and i show that a high 
amount of discreteness is exhibited in the prediction error obtained by 
the conventional Pd methods based on the regression relation, and the 
average prediction error increases with increasing magnitude and hy
pocentral distance. The average prediction error using the EEWPEn
sembleStack model shown in Fig. 11f, g, h, and j, remain nearly equal to 
zero for all hypocentral distances, which indicates that the errors related 
to the estimation of magnitude remain unaffected by choice of the hy
pocentral distance in the EEWPEnsembleStack model. It is seen clearly 
that though the predictions by all trained EEWPEnsembleStack models 
are far better than the regression relation, a minimum error has been 
obtained when trained EEWPEnsembleStack model based on all features 
have been used. 

6. Discussion 

The results obtained by the EEWPEnsembleStack model confirm that 
the predictions are close to actual values when the trained model based 
on all features has been used. For training and testing purposes, the data 
set consists of records from stations and earthquakes randomly selected 
from the entire data set. The primary purpose of the EEW systems is to 
predict the magnitude of the earthquake based on the early P phase of 
the records. This requires needs of testing developed algorithm for EEW 
based on the dataset of the same earthquake. In order to test a real 
scenario, an earthquake of magnitude 6.3 recorded at 21 stations within 
an epicentral distance of 50 to 150 km has been used for testing the 
trained EEWPEnsembleStack model using all eight features. The loca
tion of nearfield stations and the epicentre of this earthquake have been 
shown in Fig. 12a. This earthquake has not been included in the training 
data set, and hence the possibility of biases in prediction can be ruled 
out. The early three sec of strong motion records shown in Fig. 12b have 
been used for the prediction of the magnitude of this earthquake. The 
magnitude of this earthquake has also been computed from τc and Pd 
features using the conventional approach of regression relation. The 
following regression relation is given by Jin et al. (2013), based on τc has 
been used to calculate magnitude: 

M = 2.94log10(τc)+ 5.3 ± 0.46 (16) 

Fig. 12. (a) The location of the station that has recorded an earthquake of magnitude 6.3 shown by the solid star where the green colour represents the land region 
and white colour represents the ocean region, (b) strong motion records of this earthquake at some of the stations, distribution of predicted error with respect to 
hypocentral distance using (c) EEWPEnsembleStack prediction, (d) traditional τc method and (e) traditional Pd method. 
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The average predicted magnitude had been obtained from different 
records by using the EEWPEnsembleStack model, τc, and Pd regression 
relation given in equation (13) and (16), respectively, is 6.0 ± 0.5, 4.0 ±
0.3, and 4.5 ± 0.3, respectively. The prediction error obtained from the 
EEWPEnsembleStack model is − 0.33, which is the least as compared to 
the τc and Pd methods as shown in Fig. 12c, d, and e. The comparison of 
results obtained through the developed model in this work with that 
obtained by using linear regression relation based on Pd, and τc pa
rameters indicate that mean error is high when linear regression re
lations have been used. The objective of EEW systems is to compute 
reliable magnitude from records closer to the epicentre of the earth
quake so that early warning can be provided to other stations. The 
prediction of the magnitude of this earthquake based on records within 
different epicentral distances has been shown in Table 4. It has been seen 
that even by using only two records that lie within a distance of 50 to 80 
km, the predicted magnitude from EEWPEnsembleStack is obtained as 
6.1 ± 0.5, which is fairly close to the actual magnitude, thereby estab
lishing the efficacy of the EEWPEnsembleStack model of predicting the 
magnitude of an earthquake based on single or multiple records. 

The recordings from the same earthquake have been used for 
obtaining weighted magnitude. In this attempt, the weighted magnitude 
has been calculated by using all accelerograms of this earthquake 
recorded after 3, 6, 9, 12, and 15 secs from the origin time. Weights are 
iteratively selected to minimise the difference between the actual and 
weighted magnitude of multiple stations. The following equation has 
been used for the calculation of weighted magnitude: 

Mwn =

[∑n
i=1wi

∑pi
j=1

Mij
pi

]

n
(17) 

Where, wi denotes the value of weight given to the ith group and pi is 
the number of stations in ith groups. Mwn is the weighted earthquake 
magnitude obtained from nth group. The weights are given by wi, i ∊ {0, 
n}, where n is the number of groups. Weights are iteratively selected to 
minimise the difference between actual and weighted magnitude ob
tained from multiple stations. The final value of iteratively selected 
weights is denoted by w1, w2, w3, w4 and w5 in this work is 1.04, 1.05, 
1.06, 1.07 and 1.08, respectively. Fig. 13 shows the plot of average and 
weighted magnitude obtained for the 6.3 magnitude earthquake at 
different times after the arrival time of the first recording are 6.0 and 
6.4. The comparison of average and weighted magnitudes calculated at 
different instants of time in Fig. 13 clearly shows that weighted 
magnitude gives predictions that match with the actual value of the 
magnitude at an early time compared to the average magnitude. 

7. Conclusions 

This paper describes the ensemble model for the early prediction of 
earthquake magnitude based on features extracted from the 3 s of the P 
phase of the record. The ensemble model developed in this paper utilises 
popular machine learning models like AdaBoost, XGBoost, Decision
Tree, LightGBM and Lasso Regression. The model ablation study in
dicates that the minimum error has been obtained for a Decision Tree 
regression model among all individually trained single models. How
ever, the minimum error has been obtained when all machine learning 
models have been utilised for training purposes. The feature and model 
ablation study shows that the least error has been obtained for cases 
when the ensemble model utilising all machine learning models has 
been trained by eight extracted features rather than an individual model 
trained by a single feature. The absolute mean prediction error of 0.42 
has been obtained by using 591 records of 137 earthquakes in the 
developed ensemble model. Twenty-two strong motion records from a 
test earthquake of magnitude 6.3 (MJMA) have been used for testing the 
developed model. It has been seen that the model has effectively pre
dicted the magnitude of this earthquake as 6.0 ± 0.5. The magnitude 
predicted by using popular τc, and Pd methods for this earthquake have 

been obtained as 4.0 ± 0.3 and 4.5 ± 0.3, respectively, which clearly 
establishes the efficacy of the developed model for EEW systems. The 
study indicates that the weighted result of multiple magnitudes for the 
earthquake of magnitude 6.3 is obtained as 6.4. 
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Table 4 
The availability of records within different epicentral distances and its de
pendency on predicted magnitude using EEWPEnsembleStack mode for 
magnitude 6.3 earthquakes.  

Range of epicentral 
distance (km) 

Total records 
available 

Predicted magnitude from 
EEWPEnsembleStack model 

50 to 80 km 2 6.1 ± 0.5 
50 to 90 km 7 6.1 ± 0.4 
50 to 100 km 9 6.2 ± 0.4 
50 to 110 km 14 6.1 ± 0.4 
50 to 150 km 22 6.0 ± 0.5  

Fig. 13. The weighted and average magnitude obtained at different times after 
the arrival time of the first signal in the network recording a 6.3 magnitude 
earthquake. The dashed red line indicates the 6.3 magnitude earthquake. The 
blue line with a solid blue circle denotes the weighted magnitude while the 
green line with a solid green circle denotes the average magnitude in this figure. 
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humans and/or animals. 
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