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ABSTRACT
We present a novel semantic context prior-based venue recom-
mendation system that uses only the title and the abstract of a
paper. Based on the intuition that the text in the title and abstract
have both semantic and syntactic components, we demonstrate that
joint training of a semantic feature extractor and syntactic feature
extractor collaboratively leverages meaningful information that
helps in recommending venues for paper publication. The proposed
methodology that we call DeSCoVeR first elicits these semantic
and syntactic features using a Neural Topic Model and text clas-
sifier, respectively. The model then executes a transfer learning
optimization procedure to perform a contextual transfer between
the feature distributions of the Neural Topic Model and the text
classifier during the training phase. DeSCoVeR also mitigates the
document-level label bias using a Causal back-door path criterion
and a sentence-level keyword bias removal technique. Experiments
on the DBLP dataset show that DeSCoVeR outperforms the state-
of-the-art methods.

CCS CONCEPTS
• Information systems Ñ Probabilistic retrieval models; •
ComputingmethodologiesÑNatural language generation; Learn-
ing settings.
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Document Classification, Topic Modeling, Joint Learning, Mutual
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1 INTRODUCTION

Figure 1: The visualization of the 16k papers (i.e., title and
abstract of papers from a held-out test dataset) resulting from
a t-SNE projection of the proposed DeSCoVeR indicates that
the learned class neighborhood is locally continuous and
globally compact.

A venue recommender system, 𝑀p¨q, entails the process of
nominating a venue, 𝑣 , or a set of appropriate venues for a given
paper, i.e.,𝑀p𝑣|𝑝𝑎𝑝𝑒𝑟q, such that the given paper has a high chance
of acceptance when submitted to these venues [10, 41]. Researchers
sought to submit their research findings to venues since they are a
means to publish, register, and publicize one’s work [25]. However,
the acceptance process undertaken by the academic venues is highly
competitive and thus asks for a befitting venue recommendation
system that can align the properties of the paper with those of
the venue. The task is challenging due to the increasing number
of research topics and the venues, the dynamic nature of venue
ratings, and the exponential growth of published articles in each
domain.

Traditional venue recommender systems avail paper metadata
such as the complete paper content, paper bibliography, author-
publication history, and venue metadata such as venue location,
rank, and topics. However, extensively collecting and processing
data such as entire paper content and author publication history is
costly and cumbersome. The technique of [1] recommends venues

Short Research Paper  SIGIR ’22, July 11–15, 2022, Madrid, Spain

2456

https://doi.org/10.1145/3477495.3531877
https://doi.org/10.1145/3477495.3531877
https://doi.org/10.1145/3477495.3531877


by extracting implicit feedback knowledge from the articles in users’
Semantic Scholar1 library. Works such as [44], [25], [8], [5], [23]
and [22] estimate the venue, 𝑣 , based on common interests of the all
the authors, their co-authors and co-citers, i.e.𝑀p𝑣|𝐾q where 𝐾 is
the common interest knowledge base. On the other hand, a paper’s
full content or the minimalistic paper content i.e. its title, abstract
and/or keywords is considered in [10, 17, 24, 33, 42], i.e.𝑀p𝑣|𝑝𝑎𝑝𝑒𝑟q.
The works [11, 29, 35] and GraphConfRec proposed by [16] are a
set of hybrid approaches that combine the benefits of minimalistic
paper content with author publication history. Topical similarities
between the papers using citation graphs are used in [6, 30].

We begin by asking what makes a good venue recommender sys-
tem? To answer this question, we adopt the following two guiding
principles:
Principle 1.𝑀p¨q should leverage on semantic context priors in ad-
dition to its classification ability.
Principle 2. The learned 𝑀p¨q must be free from any dataset bias
such as label bias and keyword bias [31].
Principle 1 helps to introduce the semantics of a text, i.e., features
encapsulating the meaning of the text into the venue recommender
together, thus combining the syntax and semantics of the language,
while Principle 2 helps the model to mitigate any unintended lan-
guage bias.

To this end, we propose DeSCoVER, aka Debiased Semantic
Context Prior for Venue Recommendation,𝑀p¨q, that operates only
on the abstract and title of a paper and discovers the most suitable
venue, 𝑣 , i.e.𝑀p𝑣|dq;d : p𝑎𝑏𝑠𝑡𝑟𝑎𝑐𝑡 ` 𝑡𝑖𝑡𝑙𝑒q. Adopting the above two
principles, we note in the left half of Fig. 1 that inducing the se-
mantic prior regularizes the classifier to learn informative syntactic
features and smoother class boundaries since venues are not homo-
geneous but are instead a mixture of various topics implying that
the hard class boundaries are not very realistic.

First, DeSCoVeR performs a joint optimization that acquires
the semantic context through a topic modeling network and lever-
ages that in a syntactic document classifier. The contextual transfer
boosts the performance of both the participating models by enrich-
ing the intermediate-level representations that share the backprop-
agation from both tasks. We note works [7, 14, 39] that recommend
joint training of tasks on complementary contexts like emotion and
sentiment classification. However, in contrast to these, we use joint
training to leverage more complex modalities such as syntax and
semantics. Thus, we propose a unified approach to make the most
out of the available context in a short text, namely the title and
the abstract of the paper. We hypothesize that this short text has
a semantic component coming from its topical distribution and a
syntactic component arising from phonology, morphology, syntax,
and the pragmatics of the language.

Second, we perform a debiasing on a trained DeSCoVeR to miti-
gate the document-level label bias using a back-door path criterion
[28], i.e.𝑀p𝑣|𝑑𝑜pdqq, that appears especially due to an imbalance
in venue label/category distribution. It also distills the word-level
bias that appears due to excessive correlation between a set of
words (e.g., the association of “chemical”, “reaction”, “solution” key-
words with the chemical journals and conferences) using a keyword
masking technique discussed in Sec. 3.

1https://www.semanticscholar.org/

Our contributions in this paper are as follows:
[Minimalistic Input] DeSCoVeR recommends a venue using only
title and abstract;
[Collaborative Training] DeSCoVeR has a novel symbiotically-
collaborative knowledge exchange mechanism for venue recom-
mendation that outperforms all SOTAs, and;
[Debiasing]DeSCoVeR adopts a post-trainingmechanism to distill
label and keyword bias.

2 RELATEDWORK
We divide our discussion of related work into subsections that
capture earlier efforts related to ours from different perspectives.
We have segregated the related work based on venue classification
approaches and the existing collaborative learning architectures
followed by text debiasing techniques.
Venue Recommendation. An author’s publication history and
peer network disclose their research interests. For instance, [1]
recommend venues by extracting implicit feedback knowledge from
the articles in their Semantic Scholar library.

Works such as [44], [25], [8], [5], [23] and [22] are a group of
collaborative recommender systems that estimate venue relevance
based on common interests of all the authors, their co-authors
and co-citers followed by optional post-filtering by venue meta-
data: namely, location, rank of the venue and the publishers. A
paper’s entire content is the most expressive part of the paper, thus
proffering a class of content-based venue recommender systems
such as [10] and [42]. On the contrary, the works [17, 24] and [33]
merely rely on the minimalistic paper content i.e. its title, abstract
and/or keywords. These works identify like content by clustering
the topics of the short text using [4, 34]. The works [11, 29, 35] and
GraphConfRec proposed by [16] are a set of hybrid approaches that
combine the benefits of minimalistic paper content with author
publication history. Citation graphs allude to topical similarities
between the articles in the network [6]. [18] uses a class of direction-
aware algorithms DARWR and DAKATZ on the citation graph for
venue recommendation. CNAVER, by [30], first obtains seed venues
from a citation-like graph to perform a RWR (Random Walk with
Restart) on the venue-peer network to rank venues. [2] visualizes a
heterogeneous graph containing authors, venues, and articles. To
the best of our knowledge, previous works have only executed an
ensemble approach to combine various textual features. However,
our proposed method, DeSCoVer, is the only method that forti-
fies syntactic features of the text using its semantic features during
training without the need for concatenation advocated by ensemble
approaches.
Collaborative Learning. Collaborative learning methods adopt a
mutual exchange or a mutual transfer approach to train the models
in an amortized fashion. This is unlike the adversarial learning
approach of the Generative Adversarial Network (GAN) [12] frame-
work that leverages on a min-max game where the adversary tries
to maximize the loss of the opponent while trying to minimize its
own. The approach proposed in [15] engages two neural machine
translators, a primal network (i.e., Source Ñ Target) and the other
its dual (i.e., Target Ñ Source), in a learning game such that each
of them acts as an adversary to the other. Transfer Cross Domain
Recommendation (DDTCDR) [20] proposed a latent presentation
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Figure 2: DeSCoVeR . (Left) The methodology discovers the most promising venue, 𝑣 , given a paper/document, d, by leveraging
on the semantic context prior within a classifier. The encoder of the semantic network provides a hidden representation, 𝑧2, that
collaboratively helps the hidden representation, 𝑧1, of a syntactic HAN encoder. (Right) The DeSCoVeR performs debiasing to
mitigate the document-level label bias using a back-door path criterion [28], i.e.𝑀p𝑣|𝑑𝑜pdqq removing the𝑀 Ñ d link from the
trained model𝑀 , also a sentence-level keyword bias.

for users that can be mutually shared across domains. Bidirectional
Distillation (BD) of [19] extends the traditional teacher-student
knowledge distillation method to a two-way knowledge transfer
where not only a teacher teaches the student but also a student
teaches the teacher. The cooperative Learning framework proposed
by [3] enables cross-domain normalization of intermediate repre-
sentations between the models. Two models working on the same
task but different domains can exchange their knowledge at the
attribute level. The Cooperative Training (CoT) framework of [21]
modifies the popular adversarial, i.e., GAN framework [12, 13] to
adopt a cooperative approach by replacing the adversarial network,
i.e., discriminator, with a coordinator model called themediator. The
mediator estimates the combined density of the data and generated
samples and uses the learned density to maximize the generative
capabilities of the generator, thus replacing the min-max objective
of the discriminator with a max-max objective function.

The methods mentioned above work with models operating on
similar task objectives guiding each other. In this work, we show
coordination between two different tasks, namely, a topic model
and a text classifier.
Text Debiasing Dataset balancing, cleaning, and reweighing are
themost adoptedmethods to solve the dataset imbalance problem [9,
32, 40]. However, they have been shown to be less effective [36]
since train-dataset cleaning is a costly process, and it does not
guarantee the non-susceptibility of the model when exposed to
biased out-of-distribution data in the future. In this work, we adopt
a counterfactual debiasing techniquemotivated by [31] to debias the
model post-training. The debiasing technique is more generalized

and is performed during the inference procedure and thus is less
expensive.

3 DESCOVER METHODOLOGY
Definition. The DeSCoVeR ,𝑀\ p𝑣|dq, is parametrized by \ , that
can be optimized using cross entropy loss, i.e.

L𝑣𝑒𝑛𝑢𝑒 “ ´

|Ω|
ÿ

𝑣“1
𝑦𝑣 log𝑀\ p𝑣|dq (1)

where 𝑦𝑣 is a binary indicator variable on the true venue 𝑣 , Ω is
the set of all venues and the document d “ t𝑤1,𝑤2, ¨ ¨ ¨ ,𝑤𝑛u has
𝑛 words.

Backdoor adjustment using the causal graph. Prior to discussing
the backdoor adjustment of the DeSCoVeR model, we discuss the
causal graph [28] structure of the DeSCoVeR model. We view De-
SCoVeR as a causal graph that describes a causal direction from
td, 𝑀u to 𝑣 , i.e. td, 𝑀u Ñ 𝑣 , shown in right hand side of Fig 2. We
argue that the relation is contaminated by a spurious correlation
𝑣 Ð 𝑀 Ñ d. We take advantage of Pearl’s back-door adjustment
and decouple any such relation using the interventional 𝑑𝑜p¨q op-
eration, i.e.𝑀p𝑣|𝑑𝑜pdqq “ 𝑀p𝑣|d̃q; where d̃ is any counterfactual
document that is not dependent on the dataset or𝑀p¨q.
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3.1 Training DeSCoVeR
In this section, we detail the training methodology of the DeSCoVeR
model. Our methodology extracts the semantic and syntactic fea-
tures and then optimizes the overall network using these features.
Our methodology provides a special consideration for debiasing.

Syntactic feature extraction. We adopt a network that has two
components, i.e. (i) the encoding network 𝑞1pd;𝜙1q, and (ii) the
classification network 𝑝1p𝑣 ;\1q that distils a document’s represen-
tations at varying levels of granularity:

L𝑠𝑦 “ min
𝜙1,\1
Ez1„𝑞1pd;𝜙1q||𝑣 ´ 𝑝1pz1;\1q||22

´ 𝐷𝐾𝐿r𝑞1pz1|dq||𝑝pz1qs

(2)

We impose a Gaussian prior over the final document represen-
tation obtained by encoder 𝑞1pd;𝜙1q as: z1 P R𝐾 „ Np`1, 𝜎21q. z1
can be sampled as z1 “ `1 `𝜎21 d 𝜖 where 𝜖 P Np0, 𝐼q and 𝐾 is the
number of topics in the document.
6 z1 captures syntactic features.

Semantic feature extraction. We label a document’s topics as its
semantic features or conversely, its semantic context using the
Neural Topic Model [26] with a variational semantic loss:

L𝑠𝑚 “ min
𝜙2,\2
Ez2„𝑞21p𝐵𝑜𝑊 pdq;𝜙2q||𝐵𝑜𝑊 pdq ´ 𝑝2pz2;\2q||22

´ 𝐷𝐾𝐿r𝑞2pz2|𝐵𝑜𝑊 pdqq||𝑝pz2qs

(3)

The encoder, 𝑞2 „ p𝐵𝑜𝑊 pdq;𝜙2q, is a compression network that
accepts a document d’s bag-of-words 𝐵𝑜𝑊 p¨q and projects it onto
a latent space z P R𝐾 where 𝐾 is the number of topics in the
document. The decoder network, 𝑝\ pzq, reconstructs the bag-of-
words representation 𝑝pzq.
6 z2 captures semantic features.

Joint training for collaborative context transfer. In addition to
Eqns. 2 and 3, the syntactic and semantic feature extractors are
collaboratively trained via a joint training procedure, i.e.:
L𝑠𝑦 “ _𝑠𝑦𝐿𝑠𝑦 ` p1 ´ _𝑠𝑦q𝐷𝐾𝐿r𝑞1pz1|dq||𝑞2pz2|𝐵𝑜𝑊 pdqqs

L𝑠𝑚 “ _𝑠𝑚𝐿𝑠𝑚 ` p1 ´ _𝑠𝑚q𝐷𝐾𝐿r𝑞2pz2|𝐵𝑜𝑊 pdqq||𝑞1pz1|dqs
(4)

where _𝑠𝑦 and _𝑠𝑚 are hyperparameters. Our final input to the net-
work is z2 that has been enriched during the collaborative context
transfer. This is unlike the traditional ensemble methods that use
𝑧𝑒𝑛𝑠 “ z1 ‘ z2 and can mathematically be expressed as:

L𝑉𝑅 “ min
𝜙1,\1
𝜙2,\2

E z1„𝑞1pd;𝜙1q

z2„𝑞2p𝐵𝑜𝑊 pdq;𝜙2q

||𝑣 ´ 𝑝1pz𝑒𝑛𝑠 ;\1q||22 (5)

6 Our final𝑀\ p𝑣|dq is the 𝑝1pz1;\1q that takes input from 𝑞1pdq

that has been enriched by 𝑞2p𝐵𝑜𝑊 pdqq through contextual transfer
from Eq. 4.

3.2 Debiasing of a trained DeSCoVeR
The debiasing technique eliminates the label and keyword biases
present in the dataset or the trained model 𝑀p¨q. Label bias occurs
when the number of training samples is disproportionate among
the class labels [9] while the keyword bias can be seen when the
decision of the classifier is correlated with the occurrence of a
particular set of words.

Mitigation of label bias. We take the approach of [31] and pro-
vide a fully blindfolded document input d̃ “ă 𝑤1,𝑤2, ¨ ¨ ¨ ,𝑤𝑛 ą

“ă 𝑀𝐴𝑆𝐾,𝑀𝐴𝑆𝐾, ¨ ¨ ¨ , 𝑀𝐴𝑆𝐾 ą to both the encoders, i.e. 𝑞1pd̃q

and 𝑞2p𝐵𝑜𝑊 pd̃qq. Here, 𝑀𝐴𝑆𝐾 denotes a special token to mask a
single word.
Label Bias Removal: The score𝑀p𝑣|d̃q is subtracted from the𝑀p𝑣|dq,
i.e.𝑀p𝑣|dq ´𝑀p𝑣|d̃q

Mitigation of keyword bias. Inspired by [28, 31] we deliberately
expose a few words to elicit spurious correlations (e.g., “solution”,
“time”, “reaction” to Chemistry related venues). Given a document
d we perform a text summarization using the Jieba2 tool to segre-
gate the content words that provide classification clues from the
context words that cause bias. The content words are 𝑀𝐴𝑆𝐾ed
to get a biased document d̂, i.e., d̂ “ă 𝑤1,𝑤2, ¨ ¨ ¨ ,𝑤𝑛 ą“ă

𝑀𝐴𝑆𝐾,𝑤2, ¨ ¨ ¨ , 𝑀𝐴𝑆𝐾 ą.We can note that t𝑀𝐴𝑆𝐾@𝑤𝑖 P 𝐶𝑜𝑛𝑡𝑒𝑛𝑡u.
We pass d̂ on to both the encoders 𝑞1pd̂q and 𝑞2p𝐵𝑜𝑊 pd̂qq.
Keyword Bias Removal: The score 𝑀p𝑣|d̂q is subtracted from the
𝑀p𝑣|dq ´𝑀p𝑣|d̃q, i.e.,𝑀p𝑣|dq ´𝑀p𝑣|d̃q ´𝑀p𝑣|d̂q.

4 DESCOVER EXPERIMENT
Dataset. We used a subset of the DBLP dataset of papers from

2009 to 2017 containing a paper id, author names, title, abstract, year
of publication, and citation information. We removed papers that
were missing titles or abstracts. We further filtered the dataset such
that every venue had aminimum of 100 papers. After processing, we
were left with 1,68,103 papers, 223 venues, 2,22,651 unique authors,
an average of 155 words per short text, and 1062 characters.
Baseline Methods. Due to the novelty and expressibility of our work,
we have two types of baselines:

‚ Architectural Baselines, BERT [38], HAN [43], 4-layered Bi-
LSTM, TextCNN with kernel sizes from the set P t2, 3, 4, 5u,
32 filters, an NTM based semantic classifier, a feature level
ensemble of NTM and Classifier.

‚ Literary Baselines consisting of Author-Collaborative Fil-
tering, LDA-Content Based, Author Neighborhood [22] and
finally a Cavnar Trenkle text classification [24] baseline.

We evaluate the baselines based on accuracy, precision, and F1
score, and the results have been tabulated in Table 1. We chose
accuracy as the evaluation metric since it was commonly used by
SOTA methods such as HAN, BERT, based text classifiers.

Our Method. Our syntactic network, 𝑝1p𝑞1pdqq, is comprised of
the Hierarchical Attention Network (HAN) [43] as the encoder
extended by a three-level decoder followed by a fully connected
classifying layer. The semantic network, 𝑝2p𝑞2p𝐵𝑜𝑊 pdqqq, is the
Neural Topic Models (NTM) [26, 27, 37].

Training Details. Warm up stage: We train NTM for 10 epochs and
the document classifier for 2 epochs during which the models
gather their respective contexts. Joint training: following warmup,
we train the two models in a mutual exchange mode for 30 epochs
where the semantic context from NTM is passed on to the classifier
and vice-versa. We have a batch size of 32; the classifier learning

2https://github.com/fxsjy/jieba
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Method Acc(Ò) Precision(Ò) F1(Ò)
Collaborative Filtering 0.18 0.07 0.08
Content Based 0.07 0.02 0.03
Author Neighbourhood [22] 0.13 0.04 0.04
Cavnar Trenkle [24] 0.09 0.03 0.03
LSTM classifier 0.10 0.08 0.08
CNN classifier 0.09 0.06 0.04
BERT classifier 0.30 0.25 0.24
Syntactic Classifier (HAN) 0.33 0.31 0.30
Semantic Classifier (NTM) 0.28 0.25 0.25
Ensemble 0.34 0.32 0.31
Biased DeSCoVeR Title+Abstract 0.37 0.34 0.34

Table 1: Biased DeSCoVeR vs Biased Baselines Acc, Precision and F1 (averaged over five runs), higher (Ò) is better.
Method Acc Precision F1
DeSCoVeR Title+Abstract - (Label+Keyword) Bias 0.382 0.353 0.351
DeSCoVeR Title+Abstract - Label Bias 0.374 0.341 0.342
DeSCoVeR Title+Abstract - Keyword Bias 0.378 0.344 0.343
DeSCoVeR Abstract - Label Bias 0.295 0.261 0.258
DeSCoVeR Abstract - Keyword Bias 0.301 0.261 0.258
DeSCoVeR Abstract - (Label+Keyword) Bias 0.31 0.265 0.262
HAN - Keyword Bias 0.336 0.310 0.308
HAN - Label Bias 0.332 0.310 0.308
HAN - (Label + Keyword) Bias 0.342 0.320 0.321

Table 2: Comparison of debiasing on methods. Debiasing improves Acc, Precision, and F1 (averaged over five runs each) of
DeSCoVeR and HAN. We note similar improvements in other methods (not reported here for conciseness of space).

rate is 0.001, NTM learning rate is 0.005. An evaluation of NTM
by varying topics 𝐾 “ r5, 80s gave the highest topic coherence
at 𝐾 “ 50. The _𝑠𝑒𝑚 “ 0.2, _𝑠𝑦𝑛 “ 0.6, are chosen after a beam-
search. We used python-3.7.3, PyTorch-1.0.1, and NVIDIA P1000
GPU.

5 RESULTS AND DISCUSSION
Biased DeSCoVeR vs. Biased Baselines. As discussed in Sec. 3.1,

we first train DeSCoVeR without bias correction and compared the
model with the baseline methods such as HAN, NTM, author neigh-
bourhood [22], collaborative filtering [1], Content Based [11] and
Cavnar Trenkle [24] as shown in Table 1. We see that HAN, BERT,
and the Ensemble methods are the top contenders alongside our
proposed method, DeSCoVeR. We may attribute this performance
boost to the smoother data space learned by DeSCoVeR using the
semantic and syntactic features, a proof of which is shown in Fig. 1
of Sec. 1.

Method Acc(Ò) Precision(Ò) F1(Ò)
DeSCoVeR Title 0.28 0.25 0.25
DeSCoVeR Abstract 0.29 0.26 0.25
DeSCoVeR Title+Abstract 0.37 0.34 0.34
DeSCoVeR Area 0.61 0.59 0.57
DeSCoVeR Subarea 0.49 0.46 0.45

Table 3: Ablation Studies of Biased DeSCoVeR

Ablation Studies. The ablation study was conducted w.r.t. the
role of title and abstract on venue recommendation. We also study
the performance of DeSCoVeR in the area and subarea levels, i.e.,
20 areas and 77 subareas, by grouping similar venues together

using labels from WikiCFP3, see Table 3. Area recommendation is
accomplished by predicting the right field of study for the paper and
subarea prediction is the problem of identifying the more specific
field of study in the broader area.

Effect of Debiasing. We show in Table 2 the efficacy of mitigat-
ing the label and keyword debiasing that we discussed in Sec. 3.2.
Owing to space constraints, we only report in Table 2 the debiasing
experiments conducted on HAN and the proposed DeSCoVeR. How-
ever, we note an improvement over every baseline methods after
bias correction. In general we observed that the keyword bias to be
more profound. This can result from the amplification of keyword
bias when learning hierarchical attentions at word, sentence and
paragraph level during classification. To elaborate, we note „ 1%
improvement on accuracy for DeSCoVeR that considers title and ab-
stract as input. Similar trends are observed for other combinations
of the DeSCoVeR model.

6 CONCLUSION
We showed a novel semantic context prior-based venue recommen-
dation system that uses only the title and the abstract of a paper.
Although we tried to debias the model using known debiasing tech-
niques, the debiasing is domain-specific and the results may vary
across domains. DeSCoVeR offers promising solutions for cold start
problems since it can recommend venues using just the title and
the abstract without asking for a user’s past history, which suits
the double-blind review process.

3http://www.wikicfp.com/cfp/
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